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Synopsis

Formalet med dette projekt er at implementere et realtidgvented Reality (AR) system og undersgge
mulighederne for at flytte et sddant system i retningen aféatlistisk rendering.

Relevante faktorer, inklusive state of the art, for at ga rfuidrealistisk rendering udforskes og to
metoder veelges. llluminering af virtuelle objekter vedd®n af Irradiance Volume og skyggekastning
baseret pa en radiosity lasning. Begge metoder er billededs, sa derfor undersgges muligheden for
a generere anvironment maps automatisk nar et kamera meashpenat tracker er til radighed.

Der er, i dette projekt, udviklet et AR framework. Shadingaabitreere diffuse objekter ved hjeelpe
af Irradiance Volume er implementeret. Ydermere er skyggikng implementeret gennem en re-
duceret radiosity lgsning. Der er yderligere lavet en d&gafilbn til, automatisk, at generere sfeeriske
environment maps.

Systemet er i stand til at producere en god global illumigsapproksimering, der kan renderes i
realtid. Yderligere er skyggeleegningen, der er udviklettaind til at lave simple blgde skygger i en
augmenteret scene, dog med reduceret ydeevne.






Preface

This report is the documentation of the work of group 922, Smester specialisation in Computer
Vision and Graphics (CVG) 2004, Laboratory of Computer &dfisand Media Technology, Aalborg
University.

The target audiences for this report are people with an stafeting of 9th semester Computer Vision
and Graphics, or people with knowledge or an interest in tie &if real-time, image based, ilumination
and shadowing in Augmented Reality.

The report is comprised by four parts: Introduction, Methddesults and Discussion, and Appendix.
The appendix is placed last in the report as is the over albd#ructure of the system.

Source references are on the Harvard-form, an examplesaktHiSherman and Craig, 2003]. Chapters
and sections starting with a source reference is based ®adhice.

Attached is a CD-rom on which the following can be found:

Report

Source code

Source binaries

Class diagram

Aalborg University, Denmark. January 4th 2005.

Mikkel Sandberg Andersen Tommy Jensen
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CHAPTER 1

Introduction

1.1 A short history of computer graphics

Computer graphics has seen an impressive developmennviithilast few decades. The introduc-
tion of the personal computer has revolutionised the waypeger graphics is thought of. Initially
driven by an academic interest, real-world graphical @afitbns, such as computer games, became
wide spread during the late eighties and early nineties. grband was set, when the first dedicated
graphics accelerator chip was introduced in the mid nipfaslitating extra processing power to create
impressive graphics. The Graphics Processing Unit (GPW)ma coined by NVIDIA Corporation by
analogy to the CPU, introduced a separate programming digpathich initially was ably to carry
out simple tasks, but has evolved significantly and stilMsiéng in the direction of a higher level of
programmability.

The development of computer graphics has had two separattidins for some time. One direction
creating - low resolution - real-time 3D animated graphissdiin virtual reality applications, and one
creating high quality photometric imagery e.g. as used éfilln industry. Evidently, high quality is
also desirable in real-time 3D animations but until regebtith CPU and graphics hardware has not
been able to provide sufficient computational power. Altgtott is still not possible to implement the
methods of very high quality Computer Generated Imageryl{G@Gs feasible that it is only a question
few years before the two directions will merge into one.

1.2 Virtual or Augmented reality?

The term Virtual reality (VR), introduced by Jaron Lanierli@89, describes an environment that is
simulated by a computer. VR can be displayed in several wiggecting the 3D world onto a regular
2D screen or by providing a 3D view with either the use of giecepic goggles, so-called head mounted
displays (HMD's) or passive/active stereo imaging (e.ge the VR Media Lab 6-sided CAVE). VR
usually provides some degree of manipulating the virtualdyeither by the use of a standard keyboard
or more advanced sensory devices such as a 3D mouse (e.g\War#on based gesture recognition.

Augmented Reality (AR) was introduced by [Wellner, 19931803 as the opposite of virtual reality.
Instead of immersing the user into a purely synthetic wdhd,purpose of AR is to augment the real
world with some sort of additional information, such aswéftobjects. Milgrams Taxonomy for mixed
reality [Milgram and Kishino, 1994] defines the followingde axes.

» Extend of world knowledge (Tracking)
» Extend of presence (level of immersion)

» Reproduction Fidelity (Computer Graphics)

13



CHAPTER 1. INTRODUCTION

To visualise the relationship of AR and VR, [Milgram and Kiish, 1994] presents the following rela-
tionship:

Real World (telepresent) - Augmented Reality - Mixed Rgalibugmented Virtuality - Virtual World
(immersed - synthetic).

The real-time branch of AR can, as well as VR, allow for matapan of the virtual objects. AR
finds application in many areas including non-realtime ezad movies and augmented still photos. In
Figure 1.1 and Figure 1.2 examples of non real-time andtiaarespectively Augmented Reality.

Figure 1.1: An example of non-real-time augmented real@gdiin the film adaptation of J.R.R. Tolkien’s Lord
of The Rings. (Image by New Line Cinema)

Figure 1.2: An example of real-time augmented reality. @by [Gibson et al., ])

An additional element of AR, with respect to VR, is how to itwethe real world. This can be done by
the use of a Head Mounted Display with the ability to projetirmage into the visual path leading to
the viewers eye. Another approach is to record the real weitll a camera, adding the augmentation
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and displaying this on a 2D screen. The fact that AR mixeswaald with virtual objects requires
much attention in the area of simulating real world featuiss light and shadows, as to enable the
virtual objects to seamlessly blend into the real world.

Much research work in AR has been performed in the last dedad€for some reason AR has not
reached the same level of popularity as Virtual Reality. Téwason for this can be found in both the
preparation and actual execution of an AR-system. UsualRyidvolves costly tracking and display
equipment and a large amount of labour in producing the guisiées such as a 3D model of the
augmented area, setting up the augmented area with ceudtiighting, etc. This, among other factors,
is the reasong AR systems have been restricted to reseaiiitiefa

1.3 Applications of Augmented Reality

The applications for Augmented Reality extends into maegagr

One area where 3D graphics is already used extensively ischitectural visualisation and urban
planning. This enables users to see a given constructioiuin his provides architects and urban
planners to evaluate the consequences, with respect tahegurroundings, of a given construction
layout. An illustration hereof can be seen in Figure 1.3.

Figure 1.3: An example of Augmented reality in urban plagnifimage by [ARTHUR, 2004])

An emerging area is the use of AR in education and entertaihnoe combined the so-called edu-

tainment. Imagine when visiting a historical site it will pessible to experience a reconstruction of
a historical battle first-hand, or see how ruins looked oglly. One of the fastest growing industries
these days is the computer gaming industry. The industnaleady embraced Virtual Reality, so AR

seems to be the next natural evolutionary step in computmegavhen the techniqgue has matured.
With AR a new level of interactivity, feedback, and realisraynbe reached.
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CHAPTER 2

Moving towards photo-realism in
Augmented Reality

The purpose of this chapter is to introduce several concipthe area of Augmented Reality (AR).
Furthermore some of the problems in creating photo reali8fkR will be described.

2.1 Human Visual Perception

All though the Photo Realistic rendering field is built on arfidation of mathematical and physical
formulations, human visual perception plays a central moléhe creation of convincing Computer

Generated Imagery (CGI). This is especially the case in Aferer CGl is required to blend seamlessly
with real imagery. Hence, developing a basic understanairigiman visual perception as a first step
in this project is relevant. Given the complexity and breaithhis subject, only a few aspects of the
topic will be covered.

2.1.1 Image formation in the eye

Source: [Gonzalez and Woods, 2002]

Figure 2.1 shows a simplified cross section of the human ey& €le is nearly a sphere, with an
average diameter of app. 20 mm. The eye is enclosed by thnedrares, with incoming light passing
the cornea, the lens and then finally hitting the retina,tedtat the back of the eye.

When the eye is properly focused, light from an object oetdfte eye is formed as an image on the
retina. Image sensing is afforded by the distribution otidige image receptors on the retina. There
are two classes of receptors: Cones and rods. The conegatedadn the central area of the retina and
are very sensitive to colour, there are between 6 and 7 milames in each eye. The number of rods is
much larger, some 75 to 150 million are distributed over tht@eretinal surface in each eye. The rods
do not sense colour, but senses low levels of illuminatidme fiods serves to give an overall picture of
the field of view.

2.1.2 Image perception

Source: [Gonzalez and Woods, 2002]

While the eye on the surface may share similarities with teetenic equivalent, the camera, it is not
quite as simple. One part of the human perception is the irfageation, another is the way images
are interpreted by the human brain. There are several hueraegtion phenomena which cannot yet
be fully explained, an example of one of these follows.

Because a digital image is displayed as a discrete set ofsitites, the eyes’ ability to discriminate
between different intensity levels is an important consitien when presenting computer generated
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CHAPTER 2. MOVING TOWARDS PHOTO-REALISM IN AUGMENTED REALI TY

Cornea
/ Iris

Ciliary muscle

Vitreous humor

Retina

Blind spot !

/

Aﬁeam

Figure 2.1: A cross section of the human eye (image by [Gezzahd Woods, 2002]).

imagery. An example on a phenomena, related to this is calladltaneous contrast, can be seen in
Figure 2.2. It is related to the fact that a region’s peragikeghtness does not depend simply on its
intensity.

@) (b) (©

Figure 2.2: Examples of simultaneous contrast. The inneasep all have the same intensity, but they appear
progressively darker as the background becomes lighteadarby [Gonzalez and Woods, 2002]).

Conclusively, it is clear that human visual perception i$ simply a question of physically correct
models of light transport in a given scenario. A significaattpf human perception is controlled by
human recognition, interpretation, and experiences. ahusportant consideration in creating photo
realistic AR is not necessarily to create a physically agrrendering, but most importantly to create
images that appear correct to the user.

18



2.2. ILLUMINATION

2.2 lllumination

Light is the basis of all vision, and following also in comeuigraphics. Light is included in the
complex area of quantum physics. All-though this is a complea, is is important to develop a basic
understanding of the principles of light behaviour.

Light is electromagnetic radiation with a wavelength raiggirom ultraviolet at 200 nm up to infrared
at 1 mio. nm. In between lies the spectrum of light that isblésto the human eye, which ranges from
about 380-770 nm.

Through time there have been many suggestions as how taliesice nature of light. The modern
theory is the wave-particle duality, introduced by Einstiei the early 1900s, which is a consequence
of quantum mechanics. This theory holds that light and mattaultaneously exhibits properties of
waves and particles (photons). This means that some effétight cam be explained through wave
theory, e.g. reflection and diffraction, and other effeetg, absorption, due to its particle nature.

This in consequence means, that what the human eye seesidteofeemitted light particles (photons)
interacting with the surrounding environment. In genelight leaves some light source, e.g. a lamp
or the sun, is reflected from many surfaces and then finallgaieftl to our eyes, or through an image
plane of a camera.

Within computer graphics, illumination is often dividedartwo categories, local and global illumina-
tion.

The contribution from the light that goes directly from thght source and is reflected from the sur-
face is called "local illumination”. So, for a local illumation model, the shading of any surface is
independent from the shading of all other surfaces.

A "global illumination model" adds to the local model thehighat is reflected from other surfaces to
the current surface. A global illumination model is more goehensive, more physically correct, and
produces more realistic images.

Some of the effects that are caused by interaction betwgbhdind surfaces are listed here:

Reflection

Refraction

Diffraction

Dispersion

Polarisation

Coherence

Scattering

Shadowing

These are all relevant contributors to the lighting coodii of a given scene. They must therefore
be modelled and applied when required. Obviously, taking account, all aspects of the physical
structure of a scene and the objects within the scene, esxjoth a great deal of information and also
a great deal of computational power to process this infdonat
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CHAPTER 2. MOVING TOWARDS PHOTO-REALISM IN AUGMENTED REALI TY

To reduce the amount of information to be stored, there arerakways to approximate the light-
ing conditions. These methods are categorised as lightsastimation methods. An approach to
modeling scene illumination is the image based lightingisThquires image data covering the entire
augmented location, viewed from some central location. ifitagje data is analysed to determine how
to model the real scene illumination so that it can be reeteahd used when lighting virtual objects.
Image based lighting usually involves the steps found imfE@.3.

Modelling real scene
illumination

Light Source Estimation

Rendering of illumination

Y
Y

Figure 2.3: The process of image based lighting.

2.3 lllumination Environments

lllumination in AR can roughly be divided into two categarief scenes which are subsets of a general
illumination case. These are non enclosed spaces with earydcal illumination sources meaning
almost all illumination is global illumination. The otheategory includes enclosed environments with
a high amount of surfaces and many local illumination sarEgégure 2.4 illustrates these two scenarios
exemplified by an indoor and an outdoor environment.

O

(a) (b)

Figure 2.4: (a) An outdoor scene lit by with primarily glokidumination. (b) An indoor scene lit by both global
illumination and several local illumination sources.

The two scenarios in Figure 2.4 differ in complexity. Thedond scene being significantly more com-
plex. In the outdoor scene spatial lighting conditions wdl differ significantly because the illumina-
tion source is distant. The opposite is the case in the inslemme. The reason for this is that illumination
is based on local illuminations sources, windows and lamaipd also global sources, reflective surfaces.

Consider points A and B in Figure 2.4.a. The primary illuntioa source is the sun and derivatives
of sunlight, e.g. scattered light from the atmosphere, afidations from surroundings. Since all
light sources are distant, placing an object in either ofgbimts will only affect lighting conditions
minimally, if at all. The case is the opposite in Figure 2.443 can be seen from the illustration, the
lighting conditions in points a and b differ significantlyafty because of sunlight becoming apertured

20



2.4. SHADOWING

by the windows, creating directed light, but also becaugeotdare close to both the direct light sources
and the indirect, such as walls and floors.

2.4 Shadowing

Shadows are an important element of realism in AugmenteltitiRda 3D images shadows are essential
to provide the viewer with visual cues about object placemierFigure 2.5 the importance of shadows
in providing a sense of object placement can be seen.

P e SR

Figure 2.5: Three illustrations of shadow importance. Tlgeot has the same placement in all three figures. (a)
Object with no shadows. Viewer has no sense of placemen®hjert is distant from the viewer. (c) Object is
closer to the viewer.

The terminology used in this section is illustrated in Fg@.6. Occluders are objects which cast
shadows onto receivers. Umbra is a fully shadowed regiorpandmbra a partially shadowed region.

light source

occluder

N

receiver

/

umbra/

penumbra
shadow

Figure 2.6: Shadow terminology: light source, occludegeaiwer, shadow, umbra, and penumbra. (Image by
[Akenine-Moller and Haines, 2002]

When dealing with real world shadows, many of the princifteshadow methods often used in real-
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CHAPTER 2. MOVING TOWARDS PHOTO-REALISM IN AUGMENTED REALI TY

time graphics will not appear realistic, because they anstrocted for a limited number of ideal point
light sources. Complex real world lighting scenarios amagosed of many area light sources. Outdoor
scenes are lit by both direct sunlight but also atmosphérisaattered sunlight, which is a very large
area light source. In indoor scenes walls, floors and windaivsonstitutes light sources. All of these
factors result in both multiple shadows and shadows withestijes.

Generating correct shadows calls for a detailed analysiésgdfen scene, determining which surfaces,
both light sources and reflective surfaces, contribute ¢oittadiance in a given point in the scene.
among the methods for doing exactly this is Radiosity.

2.5 Other considerations

2.5.1 Occlusions

Enabling real world objects to occlude virtual objects aitg wersa, is essential in creating convincing
Augmented Reality, but there are several things workingragjattaining a perfect occlusion handling.
Ideally it is possible to model every aspect of an scene taigeanted. This is feasible for a controlled
laboratory setup, but quite difficult when dealing with lboas outside the laboratory. Some of the
major problems in this field are

» Steady tracking of camera or Head Mounted Display to enpartect alignment of occlusion
mask

« Level of detail of occlusion mask vs. system performance

» Dynamic changes in the scene, e.g. people walking thradugkdene

Not all of the above apply to both outdoor and indoor scesaipoeviously mentioned in section 2.3.
The complexity of occlusion grows with the complexity of ttfesen scene. Thus an indoor scene may
require more elaborate 3D models than an outdoor.

2.5.2 Reflections

When dealing with computer graphics it is often convenieradsume that all surfaces are opaque and
diffuse, meaning that no light is refracted and they reflectadly much light at any point. This is far
from the case in a real world scenario. Often a given scenehi®n surfaces which are to some degree
reflective, be it a glossy tile floor, window glass, water diuat mirrors. Realism in scenes with many
reflective surfaces is dependent on whether the virtuaktbj@ehaves as real objects, i.e. are reflected
on relevant surfaces.

2.5.3 Camera phenomena

Two phenomena inherent in video footage are motion blur dddovnoise. These do not exist in
computer generated imagery and as a consequence musttremoved from the source footage or
applied to the rendered graphics.

Motion blurring is caused by the movement of an object adfosscreen during a frame. This is due to
the fact that a video image is not a picture of an infinitesiynsthall time unit but rather the result of an
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2.6. EXAMPLE OF AN INDOOR SCENE

exposure of normally several milliseconds, determinedheyshutter speed. Motion blurring appears
as smeared streaks across the image. This effect cannlyt leasemoved but it can be imitated in
computer graphics.

Video noise is caused by both static induced onto the imagliaige (Charge Coupled Device (CCD))
and compression errors in the camera. Video noise appearttaa grainy and unsettled image. This
is difficult to remove, but can also be imitated and appliedast processing to the virtual elements in
the scene.

(a) (b)

Figure 2.7: Two figures illustrating common camera phenomgia) Motion blur. (b) Video noise, (image by
[Ruether, 2002]).

A phenomena which is apparent in computer graphics is atiasThis effect results in jagged edges
and can clearly be seen on any computer generated edge, iwhohparallel to any of the two axes.
The effect is not nearly pronounced in video footage, simtgee are blurred during the image forming
process. It is possible to generate anti-aliased grapttissis important for the augmented objects to
appear as a part of the real scene.

2.6 Example of an indoor scene

In Figure 2.8 an example of an indoor scene can be seen. The peavides examples of nearly all
phenomena described in the previous sections.

The scene is illuminated by several light sources. Largelainsections and skylights provide sunlight
during daylight, else incandescent lights provide lighheTwhite tile floor is a considerable indirect
light source. Shadowing is complicated due to the many téed indirect light sources. Obijects in the
scene cast multiple shadows with soft edges.

Occlusions are fairly straightforward when dealing withaigiht lines and other inorganic shapes,
thought it is worth noting that creating occlusions with tamps seen in the figure is highly dependent
on precise tracking and the positioning of the camera. Hemeaalking through the scene constitutes
highly organic and dynamic shapes which are near impossibfeodel in advance, which in terms
make occlusions highly difficult.

Finally, this particular scene is rich on reflective surfac&he white tile floor is somewhat reflective,
while the glass sections are highly reflective.
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Figure 2.8: Indoor scene used in the project. Problem araasaarked in red.
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CHAPTER 3

Defining the project

3.1 The Aim of the Project

The goal of this project is to implement a real-time AugmdriReality (AR) system. The objective of
the system will be to place virtual objects in a real scenabkmg these to interact with existing light,
shadow, and occlusion. The user will be able to interact bt the viewing direction and the virtual
objects.

Amongst the several problem areas within the developmeatreél-time AR system, select areas will
receive in-depth attention in this project, these areasamneentrated in the field of creating convinc-
ing illumination and shadowing in real-time. This area hasrbchosen, as it is an important part of
seamlessly blending virtual objects with the real world.

A phenomena within real-time illumination that currenticeives much attention in research, is Global
lllumination (GI) which is a general term for methods thapagximates real world illumination. Real
world illumination is not a trivial task. Complex interaoti between not only direct but also reflected
light and light scattered within materials requires botmptex mathematical models of the world and
processing of a large amount of data for each picture reddere

To make real-time Gl feasible, an approximation to the ddigiating conditions in the scene is needed.
Usually this can be accomplished by analysing a panoransi@® (8 180°) still image representing the
entire surrounding environment, a so-called environmeay.nT his method has no way of handling dy-
namic changes in the lighting conditions. This project débkcribe a method for dynamically updating
an environment map, so as to be able to update the approgimtht the lighting conditions.

An important factor in computer graphics are shadows, ag pihevide the viewer with visual cues
about object placements. Methods for generating believialthge based shadows in real-time will be
investigated.

The real-time demands in the context of this system are salttime demands. This, in consequence,
means that it is necessary for the viewer to be able to irtevil the system in a way that does not
impair the illusion of the virtual objects blending searslgswith the real scene. To achieve this effect
we have decided that a frame rate of at least 20 frames-pendés required.

The effort in this project will be in investigating the exigg state of the art within the areas described
in this section, and how to combine these to achieve a fumatjpsystem. The focus of this project
will be on evaluating how these methods work in a collabweatystem. Furthermore it will investigate
how to implement an AR system that will function in a non-ecohiéd indoor environment with respect
to dynamically changing light conditions.

This project is limited to rendering diffuse objects. Thisans that reflective surfaces, like metals, and
translucent/refractive objects, like glass, can not beleegd. This delimitation results in a substantial
reduction of system complexity.

Furthermore, the interaction with the environment of thgraented scene in this system will be limited
to virtual objects casting shadows onto the real world. Tihésans that virtual objects will not cause
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CHAPTER 3. DEFINING THE PROJECT

reflections on surrounding real world objects, neither thidly cause effects such as colour bleeding.

Virtual object interaction is limited to collision deteati. This means that virtual objects will not be
able to cast shadows on each others, neither will the cabse effects such colour bleeding.

3.2 Technology

The emphasis of this system is, as described earlier, oreimgaiting a real-time system. Keeping the
real-time demands in mind, when choosing both operatintgsysalgorithms and code language is
essential.

Real-time demands limits both the types of algorithms thatlie used and the complexity of the scene
we are able to augment. Some algorithms are too computHidreavy to be used in an online system,
and are best fitted for offline rendering for e.g. movie effect

The movie special effects industry adopted the concept givented Reality relatively quickly. while
the augmentations in movies often look very convincings¢heesults are not easily achieved. They are
based on 3D models with very high level of detail, and oftaking and occlusions are done manually
frame by frame by accomplished professionals. These tgobaiare not applicable for a real-time
system.

The Augmented System in this project seeks to find the balbateeen advanced illumination and
shadowing algorithms and a reasonable frame rate. The yriweay of achieving this will be through
extensive use of pre-calculated data where it is possillies Means that the system will be comprised
of an offline and an online part. The offline part includes treegalculation processes of analysing and
modeling scene illumination and shadowing. The online phauld ideally be reduced to rendering
scene graphics, shaded with the help of the pre-calculated. d

Since the main idea of the project is to implement a systeat, kil function outside a research lab
it has been decided that the target platform is standarducoms class workstations. the system is
implemented in the object oriented programming language, @had will run on Microsoft Windows
platform. MATLAB will be used for camera calibration.

3.2.1 Hardware

The video feed used in this augmentation process is captbredgh the use of a Philips ToUCam
840K. The resolution of the video feed is maximally 640x48@&s at a frame rate of 30 fps. Because
the camera is a web cam using the USB 1.1 standard for videsférathe video data is compressed in
the camera, and is therefore prone to a certain amount of videse. Furthermore the capture pipeline
in Windows XP imposes a delay from the time a picture is cagutuill it is available.

For this system it is hecessary to continuously determireatisolute orientation of the camera, as to
match both the augmented objects and the 3D scene to the oddl vin this system the tracking is
done using the Polhemus ISOTRAK 2 magnetic tracking sysfems tracker has fairly low accuracy
and resolution, but has been chosen due to the fact that ith@dsest of those readily available.

3.2.2 Graphics API

When choosing a graphics API, there are two major directi®astracer based or rasterization based.
All major API's these days are based on rasterization rengehence API’'s based on this technique
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will be considered.

Currently two major graphics API exists: the Open Graphidzdry (OpenGL) and Microsoft Di-
rect3D. Direct3D is an integrated part of the DirextX APloprietary property of Microsoft, for use
on windows machines only. OpenGL was originally developed992 by Silicon Graphics, as a de-
scendant of an APl known as Iris GL for UNIX. It was created m®pen standard, and is available on
many different platforms, including windows and linux. Wihe release of DirectX8 came the concept
of vertex and pixel programs (or shaders), which enableptbgrammer to replace certain parts of
the rendering pipeline with custom code. OpenGL also impletvertex and pixel programs through
extensions.

Summarizing, there is no difference in what can be achiev#idtive two API’s. Direct3D has a homo-
geneous hardware independent extension interface, whgaaGL does not. This means that depending
on which extensions are used in OpenGL software will becoraeerar less hardware dependent. For
this project OpenGL has been chosen, since the authors hewvedst experience with this API.

3.3 System description

When designing a live-feed AR-system there are some gepeshlems that needs to be taken into
consideration. The system must create a graphics overlimwiriual objects on a live video feed. The
position and orientation of the camera providing the videexdfis provided by the means of a hardware
tracking unit. Occlusion between virtual and real objecésteandled through the use of a pre-modeled
3D representation of the scene.

3.3.1 Rendering pipeline

The system consists of two main parts, an off-line that isiedrout during system initialisation, and
an on-line part, in which the actual rendering takes plate fWo augmentation pipelines can be seen
in Figures 3.1 and 3.2 respectively.



CHAPTER 3. DEFINING THE PROJECT

Main Off-line Augmentation Pipeline

Data Computation pipeline

Undistorted Video feed  -—-------------7----

—————— P Build environment map

Tracker data ~  ----------ooe-

Scene illumination < Compute scene
parameters illumination parameters
Scene shadow < Compute scene
parameters shadow parameters

Figure 3.1: An outline of the off-line part of the augmentatpipeline-
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Main On-line Augmentation Pipeline

lllumination update loop Data Rendering pipeline

Draw Video Image to

Undistorted Video feed >

screen
Evaluate change in < *
illumination
Tracker data > Translate objects

: v

Update environment map

3D scene model | Set-up occluding objects
: 3D obj del +
Undate pre—cgmputed > Ot?ejcetthrg?tioen(sS) - Shade virtual objects
scene illumination Ject positions » J
Pre-computed scene illumination *
Draw virtual objects
to buffer
3D scene model *
> 3D object model(s) > Compute shadows
Object positions
Pre-computed scene illumination +
Pre-computed shadow . Draw shadows to
parameters = buffer
Video noise *
Motion blur - Post Process
Anti aliasing +

Draw buffer to screen

Figure 3.2: An outline of the on-line part of the augmentatmpeline.
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cHAPTER 4

Results preview

This chapter presents the results of the project, to givedhder a better understanding and overview
of the project before the methods, used to create the imagesented in this chapter, are described in
detail.

This project is concerned with the rendering of virtual abgewithin a real environment, with the intent
to create the illusion that the virtual object is a integratpf the environment in which it is placed.

The first step in rendering the objects for the scene, is tateran environment map of the scene. The
environment map of the scene used in the results for thiegr@ seen in figure 4.1 on the following
page.

To showcase the results of the project a dragon figurine hexs $slected to perform as test object. In
figure 4.2 on the next page and 4.3 on page 33 the dragon igi@ateo different positions in the lobby
scene selected for the project. The two figures shows thatthding of the object is slightly changed
when moved. The shading of the figure is in both cases donaitgtéhe bright floor, while the ceiling
with the spotlights is not very significantly representedha shading. The reason for this is that the
method used to shade the objects makes a low resolution isgnoblthe environment, which seldom
samples the directions of the lamps. If the lamps are hit napge, it will not be very noticeable if all
the adjacent samples are black. This problem can be rembdieging High Dynamic Range Images
as environment maps, and by making sure that every lightedsisampled. Figure 4.3 also shows that
the figurine is occluded by the 3D model of the environment.

In figure 4.4 on page 33 the environment map has been modifiegbise the light coming from above,
to more precisely match the real lighting of the scene. Thdifiea environment map is applied to the
shading of the virtual object in the scene, and result is gefigure 4.5 on page 34, where the object is
shaded as if light is coming from above at the same time asdbeifi shading from below. A shadow
is rendered into the scene, which adds to the illusion thebhbject is actually placed within the scene.
The shadow cast is not an accurate shadow, because thetdorpbementation is limited to support
shadow casting using the objects bounding sphere.

In figure 4.6 on page 34 the virtual dragon figurine is scarimgnaocent bystander, who is unaware
the object in fact does not exist. The object has been toned edth an albedo value to better match
the scene.

In figure 4.7 an environment map with a bright sun has beerrdedp and the effect on the test object
is seen in figure 4.8. Furthermore figure 4.8 shows that themsyis not necessarily locked to a certain
camera position, if a user wishes to move the camera, it isilples

In figure 4.9 on page 36 the object has been placed in a new shaded by the environment map seen
in figure 4.10 on page 36. This is done to show the system igigeaed can be used in a wide range
of environments given information about it, like an enviment map and a 3D model.
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Figure 4.1: The environment map of the scene used in thetgesul

Augmentor e

Figure 4.2: The dragon is placed at two different positiomghie lobby scene selected for the project, for shading
comparison. Shadows are disabled for the shot.
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Figure 4.3: The figurine has been moved to a new position,aavshading changes, and occlusion handling.

Figure 4.4: The modified environment map
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Figure 4.5: The object is shaded as if light is coming fromabat the same time as the floor is shading from
below, with an added shadow cast by the objects boundingephe

B3 Augmentor

Figure 4.6: The virtual dragon figurine is scaring an innotégstander.
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Figure 4.7: An environment map recorded with a bright sun.

E2augmentor

Figure 4.8: The figurine shaded by the bright sun.
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Augmentor

- .

Figure 4.9: The object is placed in a smaller confine, closeadls. The scene is a group room.

Figure 4.10: The environment map for the group room scene.
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CHAPTER D

Camera

This chapter will describe why camera calibration is perfad. Furthermore some of the problems
with the camera that is used are addressed.

5.1 Camera calibration

The image formation in a camera differs significantly froratttn a computer graphics rendering sys-
tem. The real world image formation is affected by real wamlatccuracies. This means trouble when
computer generated imagery is to be seamlessly blendedhrredl imagery.

Basically both imaging systems work by the pinhole prirejghe difference being that in real world
cameras lenses are introduced instead of a small hole. lidvgsdor a greater amount of light to pass
onto the imaging plane, thereby reducing the exposure thnéllustration of a simplified camera can
be seen in Figure 5.1

f Focal point

k\/ Image plane

Figure 5.1: A simplified camera modél.is the focal length.

The calibration tool analysed here is “The Camera Calibnalioolbox for Matlab” [Bouguet, 2004]
which also has a C implementation in OpenCV. The camera magal in this calibration tool operates
with two contributors of distortions in a camera. These heedptics and inaccuracies in the imaging
plane, in our case a CCD chip (Charge Coupled Device).

The optics of a camera will mainly cause two types of disbortin an image. Radial and tangential
distortion. Radial distortion is caused by the non-lindzarecteristics of a lens, which means that pixel
coordinates in fact represents an arced coordinate systbmtangential distortion is caused by “de-
centering” of the lens elements in a compound lens and otlaaufacturing defects. The tangential
distortion is often discarded by the justification that messes manufactured these days do not suffer
from de-centering.

An exaggerated illustration of these distortions can be ge€igure 5.2.
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Figure 5.2: Radial and tangential distortion

The Philips ToUCam 840 webcam used for this project cledrtyns radial distortion, as can be seen
in Figure 5.3.

Figure 5.3: A checkerboard image taken with the Philips Tald13840. Radial distortion is clearly visible.

The main problem when blending virtual objects into reahsseis the radial distortion. The computer
rendered objects do not suffer from distortion which consedjy means that there will be a noticeable
difference between the real and the virtual objects. Therewill be most pronounced when trying

to align straight virtual objects to the real scene, thegeatd could be occlusion planes which are an
essential part of augmented reality systems.

There are two solutions to enabling good alignment in an artagusing the intrinsic camera parame-
ters. Un-distorting the image or distorting the graphicse Tatter would entail rendering graphics to a

texture, distorting it and the composite the two images. fiflsehas a ready-to-use solution built into
OpenCV.

The calibration will produce a set of intrinsic or intern@ncera parameters. These are the principal
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point which is the center of the lens, the focal length whistthe distance from the image plane
(CCD) to the principal point. Furthermore there are two sétfistortion parameters, skew coefficients
which describe angular skew in the CCD array and the distwstiwhich are the radial and tangential
distortions.

Furthermore the calibration returns the focal length ofddmera, denoted in Figure 5.1. This is used
by the undistortion process, but is also used to calculati Bf View (FOV) of the camera. The FOV is
used to match the OpenGL camera to the real camera. Assuha@hthe camera image is equiangular,
FOV is calculated using equation 5.1.

FOV = 2arctan <§—}> (5.1

Whereu; denotes the width, in pixels, of the image plane (CCD).

5.2 Vignetting

The webcam used in this project suffer greatly from what igvkm as vignetting. Vignetting is some-
thing that occurs in all photographic lenses. It means thketiéng of all edges relative to the center.
Usually two types of vignetting occurs: Optical and mechahvignetting. Optical vignetting is an
inherent problem in all lenses. It occurs as a result of the ligat is refracted in the lens. Depending
on the lens construction the phenomena can be more or lasdaat. Mechanical vignetting is caused
by light being partially blocked in the camera, this can, amother factors, be caused by misaligned
lens hoods. Vignetting is very pronounced in figure 5.3.
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CHAPTER O

Tracking

This chapter will describe how tracking is used in this pabjel his involves how tracking is performed,
and how the data is used to match real world video footageédwitiual world.

To be able to correctly align the graphic overlay in an augeemeality system, it is necessary to
determine the exact direction the camera is oriented. THagter concerns a system consisting of a
camera fixed to a orientational tracking unit.

6.1 The Polhemus Isotrak2

[iso, 2001]

The Isotrak2 system by Polhemus is a 6-DOF (Degrees of Freedwmgnetic tracking system. The
system consists of a single transmitter, which sequentipdherates 3 perpendicular magnetic fields.
The technology is based on generating near field, low freqyuemagnetic field vectors from three
antennas in the transmitter. The system can handle 2 sepaaivers, which are devices able to
detect the field vectors using three concentric remote isgraitennas. This means that each receiver
in the system delivers both positional and orientationgh.da

This project will not use the positional data, only orieitatdata. The receivers deliver all-attitude
angular coverage with a resolution of B.1The static accuracy is 0.7RRMS!. The relatively large
deviation precludes displaying a completely stable videgrlay, but with a sliding window averaging
the accuracy will suffice for this project.

6.2 Euler Angles

[Weisstein, 2004]

For each sample, the Isotrak2 as a standard generates 6gparsnThese are 3 Cartesian, positional,
coordinates and 3 orientational angles. The orientatiangles are returned in Euler angles: Azimuth,
elevation, and roll. According to Euler’s rotation theoresny rotation may be described using three

angles(¢, 0, ).

¢ € [_777 ﬂ]
0 € [0, 7]
T;Z) € [_777 7T]

Azimuth, ¢ is a rotation around the z-axis, elevati@rabout the x-axis, and rolp about the z-axis
again. These three rotations are illustrated in Figure 6.1.

'RMS (Root Mean Square) in the context of tracking devicegtimsymous with standard deviation
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N

(@) (b) (©)

Figure 6.1: Euler angles illustrated. (a) Azimuth, (b) Elevation addedd (c) Roll added,). (Image by
[Weisstein, 2004])

The Euler transform can be seen in appendix A on page 127.

Euler angles have some limitations, which involves a pherantalled a gimbal lock. This happens
when rotations are made so that one degree of freedom isTlistoccurs when two rotational axes of
an object are oriented in the same direction. This will rieisLlvrong rotations.

Another approach to rotations is through the so-called €uains. These do not exhibit the gimbal
lock problem.

6.3 Calculating orientation vectors

Orientation vectors in OpenGL are two vectors, the targetoret, describing in which direction the
camera is pointing and the up vectar,describing the up direction for the camera. These two vecto
are calculated from the Euler angles as shown in equati@argl 6.3.

d=10,0,—1]" (6.1)

The target vector is given by equation 6.2.

x dy - cos(¢) +dy - (sin(0) + d... - cos(6)) - sin(e)
t=|y| = cz.‘y -cos(0) — d_, - sin(f) (6.2)
z —d - sin(¢) + J_y - sin(0) + d_., - cos(6) - cos(¢)

The up vector is given by equation 6.3.

x sin()) * cos(¢p) + cos(v) * sin(6) * sin(¢p)
cos(1) x cos(0) (6.3)

sin(y) x sin(p) + cos(v) x sin(0) * cos(¢)

£y

I
INEEES

I
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6.4 Other issues in tracking

Delay is a problem, that is imposed into the frame grabbipglpie by both hardware limitations and
the operating system on the computer. This poses a problé¢ne ifracker in the system is able to
provide data faster than the camera. This will result in tBen3odels in the augmented system will
be ahead of the image data. A solution to remedy this probeimpose a matching delay into the
tracking pipeline.

Another issue is the displacement from the rotational gadfithe camera mount and the image plane in
the camera. This will, if not compensated, impose a smalkr&nm the actual placement of the camera.

6.5 Tracker data in this project

For use in OpenGL, Euler angles can be described in termsaiftian matrix as described in 6.2 on
page 43, which is multiplied with the OpenGL model view matiThis will ensure that the OpenGL
“camera” is matched exactly to the orientation of the tracke

Another approach is to calculate a set of two vectors for u#ie thve gluLookAt() function, with one
pointing in the direction in which the camera is looking ahd bther pointing up. This will yield the
same result as with the method first mentioned. The lattehades used in this project.



CHAPTER 6. TRACKING

46



CHAPTER [

Pre- and Post-processing

This chapter examines which issues that needs to be addres$ere and after the virtual object is
rendered to the frame, which improves the systems abilityemye real and virtual objects.

To successfully merge virtual and real objects in real-fithere are several issues that needs to be dealt
with. The following sections will explore the fundamentakpand post-processing steps in the aug-
mented reality system rendering pipeline, like the remdedf the video image to screen, the rendering
of occlusion objects, anti-aliasing, motion blur to the gaaand video noise rendering.

7.1 Full-screen Aligned Quad

Source: [openGL.org, 2004] and [Behrens, 1995]

The system captures video from a camera, and representstiefaser. This section looks into how the
video is represented in openGL to always appear on the scféencamera distorts the video signal as
seen in chapter 5 on page 39, and therefore the program malistanh the signal before it is rendered
to the screen. The undistorted video-signal needs to béaglesph full-screen underneath the computer
graphics.

The straightforward way to do this is to set both the Propectind Modelview matrices to the identity,
and draw an equivalent GL_QUADS primitive.

The pseudo-code for such an operation would be:

Pseudo code 7.The creation of a Full-screen Aligned Quad

. Push MODELVIEW matrix down by one in the stack and dupéaaurrent matrix.

. Load identity matrix into MODELVIEW matrix on top of theastk.

. Push PROJECTION matrix down by one in the stack and duplmarrent matrix.

. Load identity matrix into PROJECTION matrix on top of thack.

. Get current image from video capture

. Render a quad in the z-plane to color buffer.

. Pop PROJECTION matrix stack, and replace current maittx tve one below it on the stack.
. Pop MODELVIEW matrix stack, and replace current matritwthe one below it on the stack.

O~NO O h WN P

This will render a quad that occupies the entire screen, amatever projection and model matrices
already set up before the operation will be restored.

The operation renders the image to the color buffer only, batewer depth information rendered to
depth buffer remains.
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7.2 Occlusion Handling

When merging two images, it is desirable to be able to comthath parts of one image is to be blended
onto the other, and how much they are blended. Masks are piwatyway to handle occlusions. An
example of this is seen in figures 7.1 and 7.2.

(@) (b)

Figure 7.1: Two images, where the virtual helicopter is soggd to be flying around the hill.

(a) (b)

Figure 7.2: An example of how a mask is used to merge partseofmage onto another

In three dimensions the problem of masking becomes moreagipand can no longer be handled with
traditional masking. Occlusion between real and virtugols is a way to create "3D masks", and are
essential for the illusion of the virtual objects being atparthe real scene. The challenge is very
simple to overcome, if a 3D model of the real scene is avalabhe depth buffer handles occlusions
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between rasterized fragments in OpenGL, and may be usedtibehthe occlusions between real and
virtual objects as well. By rendering the model of the regkots to the depth buffer only, the depth
buffer will contain the depth information of the real scewbgen the virtual objects are rendered to both
depth and color buffer. This way occlusions are handledraatizally by the graphics API. In figure
7.3 the lobby scene and its corresponding occlusion 3D risdelen.

@) o m)

Figure 7.3: The lobby scene and its corresponding occlu8idmodel.

In the project occlusion handling has been implementedaarekample of it in action is seen in figure
7.4. A black sphere is set to rotate around the position ofckbA 3D model has been made of the
brick, and used as occlusion object. As seen in the figureydblesion makes sure that when the sphere
is placed behind the brick, it will appear as if it is behing thrick.

E2 Augmentor . = = S0 | =2 Augmentor [ ]

Figure 7.4: A virtual sphere is set to rotate around a realdbri
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7.3 Anti-aliasing

Source: [Bergen County Academies, 2004] and [SigGraph4R00

Anti-aliasing is the process of blurring sharp edges inyvid in order to get rid of jagged edges.
After an image is rendered, some applications automatieatii-alias images. Edges in the image are
detected, and then blurred with the adjacent pixels to predusmoother edge.

In order to anti-alias an image when rendering, the comghaetto take samples smaller than a pixel in
order evaluate exactly where to blur and where not to. Fomgie, if one pixel is found to be placed
on the edge of two objects, sub-pixel samples are made forptkel, and checked how many are
from each object, the relationship between the number cfosxdds hitting each object is the mixture
relationship between the two surfaces for the edge pixead.rébulting color values from the subsamples
are averaged into a resulting blurred pixel, when viewethfeodistance gives a smoother edge effect.
To find which pixels need sub-sampling, the stencil buffer filad the silhouette of each object, which
helps the process of detecting edge pixels.

Another similar method is supersampling, where more thaarmipée is performed for all pixels. These
samples are at regularly spaced intervals. For exampla ifnage is computed at 2x by 2x or 4x
by 4x points and displayed at 1x by 1x pixel resolution. Sangpht 2x by 2x for a 1x by 1x image
increases the number of samples and graphics computatiodsZtbuffer requirements for scan-line
graphics) by a factor of 4. An alternative method is to sanaplide corners and center of each pixel.
This only increases the number of computations by a factowofbut requires increased overhead for
bookkeeping (since the samples from the previous row mustdred).

Standard supersampling can be performed acceleratedlizgtinih of the accumulation buffer.
Rather than combining pixels with unweighted average akte)filter can be used.
An example of the effect of anti-aliasing is seen in figure 7.5

Figure 7.5: An example of the effect of anti-aliasing
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7.4 Motion Blur

Sources: [Elias, 2003a] and [Akenine-Mdller and Haine§220
Motion blur is an effect seen in images of scenes where abp@ moving. It is mostly noticeable
when the exposure of the camera is long, or if objects are myapidly.

A camera works by exposing a light sensitive image plane teaes for a very short period of time.
The light from the scene causes a reaction on the image @adethe result is a picture of the scene.
If the scene is changing during the exposure, the result lisreebl image.

Motion blur is seen in almost anything moving caught with emeea. But it is seldom noticeable, but
like many artifacts of images, its absence is noticeable. presence of motion blur adds to the realism.

Additionally, an image with motion blur holds more infornat that one without. Compare the two
images in figure 7.6:

(a) (b)

Figure 7.6: An example of how motion blur gives informatidwoat the movement in the scene.

The two frames shows an identical scene, but in one the caiméravelling forward quickly, in the
other, the camera is moving to the left.

Motion Blur is very similar to anti-aliasing in images, wbBeone method is to render an image in a
much larger version, than the requested result, then retthecsize by averaging groups of pixels into
one.

The method for creating smooth images is known as spatiabbasing, and the method for creating
smooth motion in animations is known as temporal anti-adgas Temporal anti-aliasing is analogous
to anti-aliasing of images.

To achieve temporal anti-aliasing, the application musable to create more images than needed
presented for the user. In the Augmented reality projeds, iieans creating more images than the
camera can produce at the same time. If 8 times as many imagesjaired for representation is
generated for one frame, a four second animation would re@@0 frames to be rendered, given a
frame rate of 25.

The method is then to take the 8 intermediate frames thateld toscreate one frame, and mix them
together evenly.
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In an accelerated system this process can be performed tgngccumulation buffer. Then the 8
frames could be added to the accumulation buffer each tinraraef is rendered. This process is
however counterproductive in real-time rendering, beeausbviously lowers the frame rate. But the
accumulation buffer can be utilised cleverly, and lesslgost

If 8 frames of a model in motion has been generated and starttkiaccumulation buffer, and then

displayed. At the ninth frame the model is generated againaaocumulated, but at the same time the
first frame is rendered again and subtracted from the ac@iioulbuffer. The buffer now has 8 frames

of a blurred image, frames 2 to 9. The next frame, frame no.sRli¢racted and no. 10 is added. This
way only two renderings per frame is needed to continue taiolmhotion blur.

7.5 Video Noise

Another artifact of the cameras inability to capture whatdes perfectly, is the graining in a picture
taken of a scene. The graining is among other things due toatmeras compression, imperfection in
the optics and CCD.

If a virtual object is superimposed on a real image or videdlf¢he things that reveals it to be virtual is
when it stands out from its surroundings, like if it is petfgeendered, while the background is noisy
and grainy. Figure 7.7 shows an example with an object withod with noise added.

(a) (b)

Figure 7.7: An example of a virtual object in a real image (abhout and (b) with noise added to the image

The film grain is an important effect, that can help creating itlusion, that the camera is actually
recording the object that appears on the screen, even thibigglirtual.

There are two approaches to using the film grain on the augdé@miage. The noise is either added to
the whole image or only the part of the image containing airabjects.

It is desirable that there is a correlation between the naifeeting the virtual object and the noise
affecting the real objects. If the noise is different on bpdnts of the image, the virtual object will still
stand out in the context of the image.

If the noise is applied to the entire image, it can be assuthatithere is a relationship between the noise
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on the virtual image and real image. If the virtual noise iergger than the noise on the real image, the
viewer will notice the virtual noise more than the real, ainé virtual object will be appearing to have
the same noise as the background. To create the full scrées moise images can either be added to
the accumulation buffer per frame, or transparently teduo a full screen quad in front of the image.

The idea of creating virtual noise on the entire image hadrdueoff, that the entire image quality is
degraded as a result. The advantage is that if the noise sreagepre-rendered the full screen quad
assures that the noise is not dependent on the camera i@solut

If the grain is only going to affect the virtual objects, thameras noise must be simulated, if the noise
on the virtual object is to fit into the noise on the rest of tnage.

One way to obtain the noise of the camera, is to shoot serignarfes with the camera, and analyse
how much each pixel varies over time. This information camded to create a series of noise images
for the camera. Another way would be to extract a transfectfan of the camera, which can then be

used to generate the noise.

One image of this series is the randomly chosen for each framteadded to the accumulation buffer,

to simulate noise on the image. But the noise must only affectvirtual objects of the image, so a

mask telling which parts are virtual and which are not is eeledlo get this, the stencil buffer can be

utilised, which gives the silhouette of the object. Thiomfation is used to add grain only in the areas
marked by the stencil buffer.

Another way to create the illusion, that the virtual objecpart of the image, would be to recompress
the image after the virtual part is added. The compressidina¥fect both parts and the image may
appear as if its coming from the camera.
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CHAPTER 8

Modeling Real Scene lllumination

The purpose of this chapter is to evaluate methods for ligtitration, and to infer usable methods for
this project. This in terms means a review of existing statbeart.

A critical problem when creating an augmented reality systis to locate the light sources, that illu-
minates the scene. In terms of blending real and virtualotdjeorrect estimation of the physical light
sources is essential to how well the virtual object blentls the environment. The virtual light has to
illuminate the objects correct, and with the right intepsitnd the shadows projected on the scene from
the light sources must also fall correctly, to maintain thesion, that the virtual object is in fact part of
the real scene. If the setup of the virtual light is inacceirétwill be possible to detect inconsistencies
between the real and the virtual parts of the image visually.

When modeling the illumination of a real scene, and applyirgnto virtual objects, there are three
steps that must be taken:

1. Measuring
2. Storing

3. Representation

To obtain information about the light sources, it can eittefound manually, by measuring the position
of the physical light sources, making a complete light mad#he scene, or by applying an image based
method to estimate the illumination of the scene.

To create a realistic light setup of the scene, it is necgdsagather the following information about
each light source in the scene illumination:

1. Intensity/color
2. Shape/size
3. Position

4. Direction

There are several ways to estimate the illumination of aesfemm an image. [Sato et al., ] developed
a method to estimate the position and intensity of a scegbhsdburces by taking one photograph of a
diffuse ball. By analysing the illumination of the ball aritetshadows it cast, multiple light sources of
a scene can be determined. For a project as this, a huge mmand with multiple lights, estimating

it with the mentioned method is nearly impossible, as thhtiiy changes depending where in the
environment it is measured. At the same time the lightinghefdcene changes dynamically over the
course of a day, and as the [Sato et al., ] method is an offlitbadet is not usable to estimate lights

in this scope.
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The manually measured model is not very efficient, as the mimé#ighting changes are difficult to
take into account. At the same time the calculations of sustodel must be considered very CPU-
intensive, and if it had to be dynamically updated, the aagpilon would be likely to have a very poor
performance.

8.1 Image-Based Lighting

Image-based lighting (IBL) methods, are used to produckstiedighting effects in rendered images,
and to essentially replace the more traditional lightintygeln this chapter a number of IBL estimation
methods will be examined.

8.1.1 Environment Map

To represent the surrounding environment in IBL, environtmeaps are utilized.

There are several ways of storing environment maps. In ctanmuaphics two representations are
predominantly seen (Source: [LightWorks-User.com, 2004]

Cubic environment maps: which are composed of six separate images that represesiktbeghogo-
nal directions in world space.

Spherical environment maps: which are composed of a single 'fish-eye-lens’ (i.e., exggnwide
angle lens) type image.

A Spherical environment map is a longitudinal/latitudinap of the surroundings seen from one point
in space. An example of a spherical environment map can lreiisdigure 8.1.

Figure 8.1: An example of a spherical environment map.
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8.1.2 High Dynamic Range Image

HDRI stands for High Dynamic Range Image. What is used in compicture file formats are LDRI,

or Low Dynamic Range Images. These traditional image fasnmegiresent a limited range of intensity
values for each pixel (most commonly 0 to 255 for each of te geeen and blue channels), sufficient
for on-screen images. High Dynamic Range Image formatsvadlgreater range of intensity values,
by using floating-point values for each pixel. This allows Ribnages to be used to represent light
intensities present in the real world. The technique, kna&image-based lighting (IBL), is designed
specifically to produce realistic lighting effects in rerettimages, and to essentially replace the more
traditional lighting setup. Source: [LightWorks-Usento2004].

8.1.3 Light probe

[Debevec, 1998] has developed a method for creation of ainommeent map, that use special probes,
which are typically highly reflective spheres. The methad iske pictures at different exposures of the
probe, from different angles, and extract a high dynamigearadiance angular map from the reflection
on the probe. The environment is "unwrapped" from the phrajglged sphere, and an angular map, as
seen in figure 8.2a, is created. The map can be used to cremtadiance map. From the assumption,
that the environment is far away, the angular map is utilizetluminate objects within the scene, as
seen in figure 8.2b.

(&) An example of an angular map used by (b) Objects illuminated with [Debevec, 1998] method.
[Debevec, 1998] extracted from images of a light
probe.

Figure 8.2: The [Debevec, 1998] method

[Ramamoorthi and Hanrahan, ] expanded upon the [Debev88] h®ethod by utilizing Spherical Har-
monics to create the Irradiance maps from the angular mamsndlly a computation of the irradiance
of an angular image is a very heavy process, therefore [Ramim and Hanrahan, ] developed a
method to analyse the environment map, and create 9 sphieaicaonics, which can be utilized to
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generate the irradiance map at very fast rates, at leastirs@8 faster, than the traditional irradiance
filtering.

8.1.4 Estimating point light sources from Environment Map

[Madsen et al., 2003] has developed a method for estimatiagobsition and radiances for a small
number of point light sources from the analysis of an envitent map. The method addresses the
problem of using IBL in real-time. The approach is to lowes thumber of light sources affecting the
scene. That is, to approximate the complex omni-directibigiating environment with a small number
of light sources, so the resulting virtual lighting reseesblhe real lighting of the scene.

The method analyses different exposures of the scene, aactslehat areas are the most significant
in radiance, and what their position and intensity/colorAs example of how objects are illuminated
with this method can be seen in figure 8.3a.

(a) Spheres illuminated by the (b) The [Madsen et al., 2003] method used to cre-
[Madsen et al., 2003] method. ate shadows in the scene.

Figure 8.3: The [Madsen et al., 2003] method finds point lightirces, and use these to shade objects and create
their shadow.

The advantage of this method is that the lights of the enumemt can easily be estimated and repre-
sented real-time, and the estimated lights can be usedatecsbadows in the scene, as seen in figure
8.3b.

8.1.5 Rapid Shadow Generation in real-world lighting envir onments

[Gibson et al., ] created a new algorithm that uses consuwagiale hardware to render shadows cast
by virtual objects in a real lighting environment. The methlsthows how it is possible to generate soft
shadows from direct and indirect illumination sources amehgositing them into a background image
at interactive rates. The method efficiently encodes howcesiof light affects each point in the image,
by using a hierarchical shaft-based subdivision of lingegp This subdivision is utilized to determine
which light sources are occluded by virtual objects. By gdiacilities available on consumer-level
standard graphics hardware to display the shadows, theilmaigns from the occluded sources are
removed from the background. The method is a trade-off etwendering accuracy and rendering
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cost, and converges towards a result that is subjectivelifasito what can be obtained from ray-tracing
based differential rendering.

The scene is subdivided into multiple patches, and in a pregss all intensity transfers between
patches are calculated. If a virtual object intersects tfadt between source patches and receiving
patches. The intensities of the receiving patches are eedhyg the intensity that it gained from the

source patch, that is occluded.

(@) (b)

Figure 8.4: A virtual chair (a) and bunny (b) is moving arourgl-time, while photo-realistic shadows are cast.
[Gibson et al., ]

The shadow generation process proposed by [Gibson etigla;oarse evaluation of where shadows
are cast, and then a fine-level evaluation, that allows geielstruction of the shaft hierarchy using a
small amount of memory.

8.2 The Applied Method for the system

This chapter explores which solutions exists to shadealidbjects based on an image extracted from
the surrounding environment. In table 8.1 the advantaggddantage of the examined methods is
listed.

Advantages Disadvantages
[Debevec, 1998] Photo-realistic Does not find position of light-sources
[Madsen et al., 2003] | Fast Models only the most significant lights
Usable to create shadows
[Gibson et al., ] Fast soft shadow generation
Photo-realistic

Table 8.1: Advantages and disadvantages for each proposéubih

For the lobby-scene, which is the scene that will be augnaeiatethis project, the lighting conditions

59



CHAPTER 8. MODELING REAL SCENE ILLUMINATION

are changing temporally, as well as spatially. The spatiahges in the lighting means that the assump-
tion from [Debevec, 1998], that the environment is far awag does not change if an object is moved,
no longer applies. The correct position, size and interditihe lights affecting the objects must be
estimated, in order to create a proper effect, when objeotemaround.

To this end, a priori knowledge of the environment is regiiiié an environment map was used in con-
junction with a 3D model of the environment, the positionlddue found by mapping the environment
map onto the 3D model, from the position it was recorded irrtiad scene, that is.

The [Madsen et al., 2003] method can be applied here, wheartally finds the angular position in
regards to the point of environment map-recording, but hetexact distance to the light source, the
combination with a 3D model, could shoot a ray in the diretfiound by the method. The first piece
of geometry hit, is likely the position of the light sourcehig information can be used to create the
shadows of the scene.

To estimate the position, size and intensity of possibletigpurces in the lobby-scene, the project will
combine an environment map with a 3D geometric model of theyescene. The environment map
will be processed for possible areas, that provides liglthéoscene, while the rest will be thresholded
away. This thresholded environment map will then be mapped the geometry. The geometry that
has received a texture from the environment mapping, thaitifiltered to black, are the possible light
sources, where position, size and intensity is known foofahem.

8.3 Creating an environment map

In this project, Image Based Lighting (IBL) methods will beadysed, and an environment map will be
created of the lobby-scene, augmented in this project. diigonment map will be used to light the
virtual objects, and cast shadows. To obtain this the enment map itself can either be used to shade
the virtual objects or light sources can be estimated frarethvironment map.

The task of mapping a series of planar images to a sphereves/al warping, based on camera orien-
tation, and a equirectangular mapping from the sphere tamapllatitude/longitude map. Normally,
when creating environmental images, they would be manpddiyed. In this project tracking data for
the camera orientation is available, hence we are able toreaiically place and warp the images into
the environment map.

8.3.1 Image warping

The process of projecting a series of planar images with avhrfield of view (FOV) onto a sphere is
shown in Figure 8.5. It is assumed that the input images atdimear, which is a reasonable assump-
tion, when images have been undistorted, as describedtinrsécl on page 39.

In Figure 8.5 the parameters used in placing the image arershg 6, and« (or azimuth, elevation,
and roll) are Euler angles: is the focal length, which is obtained during camera cafibra Based on
the Euler angles a directional vectdr,of length f is calculated. This will be the basis of the following
projection.

From the tracking, described in chapter 6 on page 43, we lavpdrameters describing the orientation
of the camera, a target vectoryparallel to the cameras optical axis and a veatpm the up direction.
From these parameters the 3D coordinates of pixels in thé inpages can be found by calculating a
local coordinate system for the image, which is comprisethbytwo unit vectors, andy,,.
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Figure 8.5: The process of creating an image mosaic. A sefiptanar images are mapped to a sphere.

" t
d=f (W) (8.1)

- XU
ly = — 8.2
|d x ] (8:2)
- Q
Jv = ﬁ (8.3)

image /\,

Figure 8.6: Pixel positions in three dimensions, takingiatcount roll, are found and mapped to a sphere.

Wheni, andj, are known, the angular position in the latitude/longitudei®nment map is calculated
for each pixel in the input image, using equations 8.4 and 8.5

Jnew = J"” ;u " Pyt ;v * Du (84)
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dnew.x

Jne’wz — _’new
0,0) = tan_1<_, > , cos [ =Y (8.5)

new

The final step in creating the environment map is to assigridied angles to the longitude/latitude
map.

8.3.2 Longitude/latitude conversion

Given an environment map with a dimensionpgfhorizontal pixels, ang, vertical pixels, the conver-
sion from longitudef and latitude g, to any given pixel position is given as:

pluv) = (30 5 -0) (8.6)

Figure 8.7: An example of a spherical environment map.

8.4 Mapping environment to Geometry

Considering equation 8.6 reveals that in order to succihgsfiap an environment map to the geometry-
textures of a given scene, there are a some of factors thatbausiown. The position in the scene
from where the environment map is recorded. How the azimti#mtation on the environment map
in regards to the models orientation is. Both are factorsribads to be measured when recording an
environment map of the scene, though they may be estimatedrbgarison of the model and the map
afterwards.

There are two approaches to map an environment map to ggon@te approach is to run through
each pixel on the environment map, and from the maps cenf@ojefction, the point in space the map
was created from, rays are shot into space and the first ggohietis assigned that pixel. The second
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approach is to create unique textures for each face in tlme sbg finding the 3D position of each pixel
in each texture on each face, and determining which longitatitude coordinate in the environment
map corresponds to that position.

For this project, the latter solution has been pursued,useca assures all surfaces are assigned some
sort of value, which can be used to extract the lights latex, dalculation from 3D coordinate to a
longitude/latitude coordinate is as well a useful one, tilitbe used later in the project.

First the conversion from spherical coordinates to 3D cioatés is utilised:
x=7r-cosb - sing

z=r-sind - sing

Y =7"-Ccosp

Here the z and y coordinates are switched in regards to theeotianal notation of spherical coordi-
nates, which is a consequence of the fact, that in compusghgrs, y and z are switched with respect
to conventional math, to maintain x-y as the screen cootelina

# and ¢ are the only interesting parts of the spherical coordinatethey according equation 8.6 are
the information needed to acquire the v) coordinates in the environment map. If the 3D position of
the environment maps center of projection is set as an ofésgoro, and the 3D position that is to be
converted to longitude/latitude coordinategishe directiony lies in, in regards to the offsetcan be
found by calculating:

po=p—0 (8.7)
This operation resets the 3D point to be oriented in regardiset origin(0, 0,0). When this has been
performed; can be found by calculating the lengthgf

To find ¢ andé the following applies:

—

o= cosfl(po'z)

o

0= tanil(pL_;y)
Po.x

When a vector is written with a suffix likey'., it means the x-component of the vectgr

Combining these with equation 8.6, yields the calculatiinget the longitude/latitude coordinates in
an environment from an arbitrary point in the 3d space:

Pu -1 p&y Pov —1,P0.2
p(u,v) = (=— -tan™ " (—==) ; =— -cos — 8.8
(n) = (e - tan ™ (2) o B2 count () 8.9)

8.4.1 Coordinate transformation

The problem of finding a proper texture for an arbitrary plamesting within the scene is to remap
between 3D coordinates and 2D coordinates. This may bedsblyeoordinate transformation. The
principal of coordinate transformation is to have one comat# system and map it onto another.

In this project the planes are represented by three poi®® spacdpi, p3, p3). An example of a plane
may be seen in figure 8.8a.

The plane may be described with axes derived from the 3D pointhe planes. Furthermore, the two
axes may be described by the vectors spanned from point pgune 8.8a where:
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,Q? /O.?
L]
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>
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(a) A 3D plane represented by three coordinates. (b) Vectorvi andwvs derived from pointgi, p> andps.

Figure 8.8: The coordinate transformation for an arbitrgslane in space consisting of 3 points

Vectorvi andvs can be seen in figure 8.8b.

The "horizontal" {7) resolution is equivalent to the "verticalty), and is denoted. The half unit
length of the vector is calculated in equation 8.10 and égua.10. The half unit length is used in
order to address the center of the pixel.

1

e = 8.9
Vs =5 (8.9)
L !

= — 8.10
Uy 2.5 ( )

The 3D position of the pixels within the face, which map thandy position in the texture may be
found usingv; andw,,. If the vertical pixel position on the texture is denotedahyand the horizontal

is denoted byy, then the 3D positiop’ of any pixel on a texture described by the three points may be
found with:

plu,v) = (22— 1) 0+ (2-y — 1) - 0, + (8.11)
Combining this with equation 8.8 on the preceding page, @anded to create exact textures on any
arbitrary face in a 3D scene.
Example:

In this example the resolution of the texturel x 10, see figure 8.9 on the next page, therefore s is
10. v; andv; are scaled down to; andv, as seen in the figure. To find the pixel(dt 7) the vector

—

p(4,7) is calculated using2 - 4 — 1) - v + (2- 7 — 1) - vy + p3.
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Figure 8.9: Vectorny, v, and the vector to the point u=4 and v=7.

When dealing with a complex environment, such as the lolgeys used in this project, occlusion of

surfaces is a common problem. There are a number of soluiiogst past this problem, where the

simplest is to ignore occlusion, and map the environmerhiécstirfaces that are in fact occluded from
the environment map. Another solution is not to map anythintpe occluded surfaces, and find their
color by interpolating between the closest faces that vedetolor. Furthermore the occlusions can be
reduced by recording multiple environment maps from theesanvironment and combine these in the
mapping process.

8.5 Updating an Environment Map

When updating an environment map from a dynamic lightedescegveral solutions has been consid-
ered.

One way is to record a set of environment maps from the scédédfexent times of day, with different
lighting, dependent on the weather. This set of environmeggs are templates of different lighting
conditions. To utilise these templates the system woule hawanalyse the images it is acquiring and
determine which of the templates matches the lighting laest,switch to that environment map in the
scene. When the scene lighting has changed enough to béyiffarent from the current employed
environment map, set by a certain selection criteria vahesystem chooses a new environment map
that fits the best, and gradually changes the derived viliglaing in the scene to this new setting.

Another way would be to utilise the [Debevec, 1998] methgchdwing a metal sphere in the scene, and
a secondary camera that records it. The information fronptbke is used to extract light information,
which is used to update the virtual lighting of the scene.

Furthermore it is possible to create one environment mapeoftene, recorded from the center of the
scene, as the only one used in the system. During executitihre afystem, the camera is in placed an-
other position than when the environment map was recordeereTore it will be necessary to calculate
which parts of the environment map recorded from the cerigethié different part of the images visible
from the camera viewpoint. If rays are shot out through thelpiinto the room from the cameras
position, certain 3D points are obtained in the places, etie rays intersect scene geometry. if these
3D points are used in conjunction with equation 8.8 on pagé# B3possible to find out which pixel
values in the initial environment map they represent. Thelpifrom the shoot rays are compared to
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their correspondent in the environment map. When the diffiee between the pixels obtained from the
camera, and the pixels in the environment map is above artegathreshold, the mean difference is
calculated, and the environment is updated with this difiee, and it will thereby look as much as the
environment, as possible by changing the intensity.

The lobby-scene is a very dynamic environment, lightingeyand creating a precise real-time dynamic
update of an environment map, is an entire project on its &@nthis project the problem of handling
the dynamic environment changes will be detecting majongbsa in the environment, and adapt to
them using the latter described method.

The implementation will evaluate the lighting of the scebg taking chunks of the images from the
camera, and calculate which areas in the environment mapfas¢he illumination is the equivalent

to the chunks obtained from the camera. These will be cordparal the overall intensity difference
between the two areas is calculated. This process will bienmeed at different angles of the camera,
and when a certain percentage of the map has been coveradtage intensity difference of these
areas is calculated. This calculated intensity differeisogsed to adjust the brightness of the virtual
objects that are rendered to the screen. In the system thlthess adjustment will be performed by
changing the albedo value of the objects.



CHAPTER 9

llluminating a scene

This chapter extends on the uses of light estimation, desatrin the previous chapter. This chapter
analyses different algorithms for shading and shadowinjgaib.

When the right position, shape and intensity of the lightsaiing the real scene has been estimated,
the next step is to use this information to shade and shadewittual objects correct, so they do not
seem out of place, at least not because of the lighting.

Light is electromagnetic energy, and is the part of the spettthat is visible. A photon is the basic part
of light, and is a discrete quantum of light energy. A mediuntex of refraction sets which velocity
photons can be transmitted from it, the mediums index oaogiibn varies with the wavelength of the
photons. The mediums surface properties dictates a phbe&res/ior, when intersecting it, the medium
can either reflect, refract or absorb the photon. Most meslitgfiect photons at certain wavelengths,
and absorbs at others, this is what causes surfaces to haveia color.

To simulate light hitting a surface satisfactory, the dffefdight and its interaction with materials must

be processed. In computer graphics this simulation is hemsmplified to shading models, that is not
completely physical correct, but yields a visually readisesult. This chapter deals with such models,
in order to choose which is to be used to shade the virtuattbf the project.

Another important factor in creating realistic looking ghics are the shadows the objects are cast-
ing. In real time computer graphics, complex realistic slveglare difficult to create convincingly, but
numerous attempts has been made, where some of them isdaesicrithis chapter.

One of the early attempts at creating shadows included & jphtdarkened texture, normally round in
shape, that projected onto the floor below the shadow-gpstijects. This approach is called "shadow
blob" but is seldom used anymore as they are not very aasdligtpleasing to the realism of a given
scene.

Normally a light source may be simplified to being a singlenpdn space, from where light emits.

But when mixing real imagery with computer generated imagkis simplification poses problems.

A point light source will always give hard shadows, meaning lborder between what is in shadow
(umbra) and what is not in shadow, will be hard. While thesel lshadows may look good in some
applications they are not realistic looking, and when miwdtth real imagery these shadows will look
fake in comparison. The traditional computer generatedalia created from point light sources lacks
a penumbra area, an area that marks a soft transition betiveammbra area and the fully lit area.
Many algorithm exists to do this, but the real time applmatdf soft shadows has been limited for
many years, as it is a heavy process.

There are 4 different main groups, in which to classify lightirces within the field of computer graph-
ics. Directional, positional, spots and area light. The¢hfirst, are simplified versions of real life
lighting, while Area light is the class all physical lightisoes belongs to. For this project, the area
light is estimated, as seen in the previous chapter, andftrerlighting methods utilizing area lights
are the only ones considered in the following chapter.

Area lights emit light energy in all directions from theirrface, which can take any shape or size.
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Simulating area light is slightly more complicated, thaa tither groups of light mentioned. This is
due to the fact that any physical object has an infinite nurabpoints on its surface theoretically, from
where photons are emitted. So by simulating area lightgyus/alent to simulating an infinite number
of point lights placed within the bounds of an object. The ooon approach to this problem is to place
a finite number of light sources evenly across the surfackelighting object.

The following sections evaluates various illuminationhigiques and takes a look at which solutions
yields realistic visualisation of the virtual objects.

Lighting and shadow casting algorithms can be very roughliddd into two categories; Direct Illu-
mination and Global lllumination.

9.1 Direct lllumination

Direct lllumination is a term that covers the classical tighg methods. A scene consists of two types
of entity: Objects and Lights, the lights cast light onto digects, unless there is another object in the
way, in which case a shadow is cast.

There are various techniques in this category: Shadow \edishadow mapping, Ray Tracing. But
they all suffer from similar problems, see table 9.1.

Method Advantages Disadvantages
Ray Tracing - Can render both mathematically de- Slow

scribed objects and polygons
- Allows rendering of advanced volu- - Very sharp shadows and reflec-
metric effects tions

Shadow volumes - Can be modified to soft shadows | - Complex implementation
- Very sharp shadows

- Polygons only

Shadow mapping - Light implementation - Sharp shadows

- Fast - Aliasing problems

Table 9.1: Problems and advantages for direct illuminatiSource: [Elias, 2003b])

Directillumination is not a realistic way to mimic the chataristics of real-world lighting. These meth-
ods can produce realistic images, but they can only do thewgiven a scene with point light sources,
and perfectly shiny or perfectly diffuse objects. In thel rgarld, it is possible to see objects that are
not directly lit by light sources, shadows are never conghyelblack. Direct illumination handles this
relation by adding an ambient light term. Thereby all oljdat a given scene receives a minimum
amount of uni-directional light. In the lobby-scene projatt surfaces are already naturally lit, so if
these direct illumination algorithms can be extended tatereoft shadows, they may be enough to fool
the viewer into thinking of the as realistic shadows.

9.1.1 Shadow mapping
Source: [Kilgard, 1997]

The basic idea in Shadow mapping is to put a camera in theigrosif the light source, and let it
record depth information from that point of view. This depiformation is then compared to the depth
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information from the users viewpoint, and it is possible $oextain which areas of the scene that is in
shade, and which areas are not.

The algorithm is described with simple pseudocode:

Pseudo code 9.The creation of shadows using depth comparison.
1. Render scene from the light-sources point of view.

2. Store depth values of the closest fragments in a texture.

3. Project depth texture, which is the shadow map, onto scene

4. Render scene from cameras point of view.
5
6

. At each fragment, compare the projected depth textutetivt current depth buffer.
. If two compared depth values are the same the area is rad\skd.

This method has a number of trade-offs:

Finite resolution

The detail level of the shadows are dependent of the resalthie shadow map has been recorded with
the camera. The lower the resolution the shadow map wasdedevith the more pixelated the shadow
will be. To utilise shadow maps one would be forced to makeadetoff between performance and
shadow details.

Aliasing

As the recorded depth map is a discretely sampled map fromthetlight and view-port, there may
be areas where artifacts such as an object self-shadowiplgdes that should have no shadow. This
problem however is solvable if shadow mapping were to besatl

9.1.2 Shadow Volumes

Source: [Akenine-Mdller and Haines, 2002]
Shadow volumes is one of the most commonly used real-timgoshaasting algorithms today.

The idea behind shadow volumes is to cast shadows ontoaagbdbjects by clever use of the stencil
buffer. From a given point in space, which is the point lightixe, a volume is created by finding
the silhouette of the object that is to cast a shadow, andidiriy a 3D volume from the light source
through the silhouette points, towards infinity. The parthef volume that is on the other side of the
light occluding object than the light, is a volume of the shadthe object will cast. The volumes
themselves are purely theoretical, and thus invisible éacimera in the scene.

The implementation of the Shadow Volume method is to follomathrough each pixel until the ray
hits visible objects on the screen. While the ray is on its weathis object, a counter is incremented
each time it crosses a front facing face of a shadow volumening the counter is incremented each
time the ray goes into a shadow. Each time the ray crossekddwaieg face of the volume, the counter
is in the same way decremented, to signify that the ray idarissgiven shadow. When the ray hits the
object to be displayed, the counter is checked. If the nunsigmeater than zero, the pixel is in shadow,
and otherwise it is not.
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Shadow Volumes creates very sharp shadows, but the algociin be tweaked to create soft shadows,
which has been done by [Vignaud, 2001] and [Andersson andiAkeMoller, 2003].

9.1.3 Shaking the light makes soft shadows

[Vignaud, 2001] developed a method to use ordinary dirdamiination hard shadows, and extended
them to be soft shadows. The technique is simple, for eachefrahe light casting the shadows is
"Shaken". The basic idea is to display the shadows whileisbake light, and to blur them together.
Normal hardware is not fast enough to display that many veliat the same time, so time coherency
is used to fake it. During one frame,the current volume ipldiged, and blurred with the volumes of
the previous frames. To shake the light, it is positionedffgrént positions around the center for each
render pass per frame.

9.2 Global lllumination

In global illumination methods the problems associatedgtal illumination is addressed. Classic
ray-tracers simulates light reflecting only once off eadfude surface, with global illumination the
many reflections of light bounces around a scene are sindylatereate a more realistic virtual light.

Each object in a ray traced scene must be lit by a light sowrdetb be visible, in a globally illuminated
scene an object may be lit simply by it's surroundings.

When light hits a surface, some of the light is absorbed, antkesis reflected. The surface properties
of the object determines how much light is reflected. Sugfabat has been illuminated acts as light
sources themselves, when they reflect light, light sourédsreduced intensity. Classic ray-tracing can
not be used to simulate global illumination, because ragitig only handles point light sources. So to
perform global illumination with classic ray-tracing eaeimitting surface must be subdivided into an
infinite amount of point lights. This means that diffuse augfs becomes an infinite number of point
lights when illuminated, and illuminating other surfacesnfi those point lights becomes difficult.

9.2.1 Bidirectional Reflectance Distribution Function

Source: [Akenine-Mdller and Haines, 2002]

A Bidirectional Reflectance Distribution Function (BRDE) & function that describes how light is
reflected from a surface, it is used to describe materialgatims. Input to the function is incoming and
outgoing azimuth and elevation angles, as measured on tfaesu The wavelength of the incoming
light is another input, which is equivalent to the color of tight.

The BRDF returns a unit-less value that signifies the amolahergy reflected in the outgoing direc-
tion, based on the incoming direction.

The BRDF is a relation between incoming and outgoing ragiabat does not explain how materials
physically interacts with light.

An important property of the BRDF is thdelmholtz reciprocitywhich states that the input and output
angles can be switched, and the function value will remagrsdime.

The BRDF is an abstraction that describes how light interath a surface, but it is also an approxima-
tion of a more general equation, the Bidirectional Surfacati®ring Reflectance Distribution Function
(BSSRDF). The BRDF does not include the scattering of ligiiiw the surface, which can be seen
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in e. g. marble. BSSRDF includes these properties, but cahdles reflections of light, not trans-
mission of light through the surface. This can be handledh wito BRDF's and two BTDFs (T for
Transmittance), by defining one of each to the two sides ofrtherial, which makes the BSDF (S for
Scattering).

With a BRDF and an incoming radiance distribution, the reéflece equation gives the outgoing ra-
diance for a given viewing direction, relative to the suefad his is done by integrating the incoming
radiance from all directions on the hemisphere on the serfac

L0, 6) = / /Q F(Ou, bos 01, 65V L (63, &n)cos(6:)dor (0, 61) 0.1)

Subscripti ando are the incoming and outgoing (view) directions. Th&nction is the radiance trav-
eling in a given direction, and is the BRDF. The integrals means to integrate over the lamali$phere

Q for the surface. The utilization of the equation is for alleditions on the surface to determine the
incoming radiance multiply it with the BRDF for the incomiagd outgoing directions, scale it by the
incoming angle to the surface, and integrate. The resutisfdperation is what radiance is seen for a
given viewing direction.

The Lambertian BRDF is the ideal diffuse, which can be usetiadel the appearance of rough sur-
faces, with the characteristic that they reflect light elyualall directions, see figure 9.1.

A

surface

Figure 9.1: The Lambertian BRDF. Surfaces with this BRDRtsea light equally in all directions.

The Lambertian BRDF is given by:
fa(@i, ) = 22 92)

s

This equation is independent of bah andw,, the constanp, is the reflectance, or albedo, and ranges
from Oto 1.

The counterpart to the diffuse BRDF is perfect specular BRIIE ideal specular BRDF models per-
fectly smooth surfaces. This surface reflects all light inaly the exact mirror direction, as in figure
9.2.

The specular BRDF is given by:

AN Ps 05;":(*70
Fo(hi) = { 9.3)

0 wr#wo
wherep; is the specular reflection (in the range 0 to 1).
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[\

Figure 9.2: The perfect specular BRDF. Surfaces with thi©BRcatters light only in the mirror direction

In appendix B on page 129 Lambertian shading is describedtaild

9.2.2 Global lllumination Algorithms

A number of algorithms that simulates global illuminatiotsts, but are all very computationally de-
manding. But during the past years global illumination alhpons has become more common in appli-
cations as the processing power available on consumdrHavdware has grown.

The big trade-off of global illumination is the speed. Theltiple Global illumination calculations of
a given scene makes the methods slow.

To exemplify the difference between global and local illnation the two approaches has been utilised
to lit the scene seen in figure 9.3.

The scene is lit from outside, so the room would look as if iswaby the sun shining in through the
window. In the local illumination version, a spotlight ist$e shine in. The parts that are not lit by the
light can be lit by the ambient light, which will give the rasftthe room a uniform look. To bring out

the details the room is lit with an additional point light sceiin the middle of the room in figure 9.3a.
The room is rendered using a ray-tracer.

In figure 9.3b global lighting is added. The source of lightisendered image placed outside the
window. The rendering is performed with a radiosity rendere

The differences from the ray-traced image is apparent:
Light bounces on surfaces, lights the entire room.
Soft shadows.

Color bleed.

9.2.3 Radiosity

Source: [Elias, 2003b]

Radiosity is a technique that calculates the lighting inraplex diffuse-lighting environment, based on
the scene’s geometry. Because the radiosity calculatiomotinclude the eye point of the viewer, the
geometry and lighting in the environment do not need to balcetated if the eye point changes. This
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(a) A scene lit with local illumination. (b) Same scene lit with global illumination.

Figure 9.3: Comparison of local and global illumination. Ij&s, 2003b]

enables the production of many scenes that are part of the savironment, and a "walk through" the
environment in real time.

The amount of light in the scene is constant - light which istext is always absorbed somewhere.
Every object is subdivided into many, many patches (or pmtgy. Each patch has a specification
telling the system how this patch will affect other patchiat is, how it reflects light.

The calculation of radiosity is based on static objects.

9.2.4 Irradiance Volume

Source: [Greger et al., 1995]

Irradiance Volumes is an approximation to global illumioatin a scene. Irradiance volume is a vol-
umetric representation for the global illumination wittanspace based on the radiometric quantity
irradiance. The irradiance volume provides a realisticraxmation without the amount of calcula-
tions needed with traditional global illumination algbrits. The method, that analyses the surrounding
scene, samples it and approximates how the lighting camditare in various key points in the scene.
When a volume of such samples has been created, a randonh cdojdoe shaded with a lookup in the
volume.

The volume tells how the global illumination of the scenefis@ing dynamic objects.

9.2.5 Monte Carlo Rendering

Source: [Shirley, 1998]
Monte Carlo Ray Tracing, or sometimes mentioned as patingais a Monte Carlo Technique. For
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a particular light source configuration, the reflected lightomputed utilizing Monte Carlo integra-
tion. In Monte Carlo Integration random points are picke@rosome simple domai®’, which is
representing a complicated domdin

Classic path Tracing performs performs this integratioardhe entire hemisphere for a surface, in
order to take direct and indirect illumination into accauvonte Carlo Ray Tracing uses Monte Carlo
Integration to simplify the hemisphere integration.

The advantages/disadvantages for various global illutiminanethods may be seen in table 9.2.

Method Advantages Disadvantages

Radiosity Realistic light for diffuse surface Slow

Simple concept, easy implementation Bad point source handling
Can be accelerated with 3D hardware Bad handling of shiny surfaces
Monte Carlo Very good results Slow

Can simulate all optical phenomena | Slightly difficult

Tricky to optimise

Irradiance Volume Good results Does not handle specular reflec-
tion

Fast

Table 9.2: Problems and advantages for global illuminatiethods.

9.3 lllumination algorithms used for the system

In this project the various shading methods will be used &alsta virtual object set in a real scene. To
accomplish the task of merging the real and the virtual pafrthe image, the real image must affect
the virtual object, and the virtual object must affect thal szene.

The virtual object must be shaded according to it's surrigglin the image. The virtual object and
real objects must also affect each other with their shadfiwshe illusion to be convincing.

In this project, the lighting of the surroundings is not cédted, but measured with an environment
map.

Radiosity and Monte Carlo rendering are two ways to caleuthe light bounces of a scene. In the
lobby scene the lighting is already handled naturally, sséhmethods can be used to calculate the how
the shadows from the various light sources, measured fremetld scene, acts in the scene.

Both Radiosity and Monte Carlo rendering are traditionafffine methods, that calculates the lighting
of the scene in advance. This means they normally only harstiiic scenes with static objects. If an
object is dynamic the updating of the calculated envirortmaust be dynamic as well. [Gibson et al., ]

created a method to use pre-calculated trajectories fdights paths to real-time show soft shadows
generated from the environment. The various sources shatwadliosity is a faster algorithm than

Monte Carlo that still yields convincing shadows. A very ion@ant demand to the resulting system of
this project is that it runs real-time. Therefore the projeitl make use of the idea behind radiosity to
create soft shadows in the environment, based on dynanectshyithin the scene.

The radiosity can not shade dynamic objects unless it isiffes® make advanced radiosity calcu-
lations for each frame. Therefore another algorithm is edetd shade the dynamic objects of the
scene.
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Irradiance Volumes was originally created as a supplememgfidbal illumination algorithms. The
Irradiance Volume method calculates the lighting of anrentirtual scene in advance. The irradiance
volume method then analyses the scene, and shades objewtdiagly. This is a very fast method to
shade objects based on their surroundings.

In this project the lighting of the real scene is measuredgrewating an environment map of the sur-
roundings. If the irradiance volume is tweaked to sampleadlkiéance from such an environment map,
it can be used to shade the virtual objects in the scene, garthich up with the lighting of the sur-
roundings.
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cHapTER 10

Irradiance Volume

This chapter explores the Global lllumination approxinsatialgorithm called Irradiance Volume. Irra-
diance Volumes is an approximation to global illuminatiaraiscene. Irradiance volume is a volumetric
representation for the global illumination within a spacasied on the radiometric quantity irradiance.
The irradiance volume provides a realistic approximatioithaut the amount of calculations needed
with traditional global illumination algorithms. The mettl, that analyses the surrounding scene, sam-
ples it and approximates how the lighting conditions are aniaus key points in the scene. When a
volume of such samples has been created, a random objececsimalded with a lookup in the volume.
The basic assumption of the irradiance volume is that theatbjthe irradiance volume shades, do not
themselves affect the lighting of the scene.

Source: [Greger et al., 1995]

A realistic image synthesis has always been a major goakifield of computer graphics. One such
realistic synthesis is the concept of global illuminaties,opposed to local illumination. Traditionally
global illumination accounts for light interaction betwesurfaces in an environment, so both direct
and indirect light sources are taken into account. Thedmagibumination algorithms provide realistic
effects but often at the price of computational expense.

A method to create the effect of global illumination exiskgt makes a reasonable approximation with
high performance, which is called Irradiance Volume. Thkisised in many applications where the
visual appearance is more important than the accuracy @fgherated illumination.

The visual appearance of a scene with diffuse surfaces caarbputed from the reflectance and irra-
diance at the surfaces.

In irradiance volume the concept of irradiance from sudaseextended into enclosure. The irradiance
volume represents a volumetric approximation of the iaadée function. The volume is built in a pre-
process step, and can be used by an application to appre@xtheirradiance at a given location within
the environment quickly.

10.1 Radiance and Irradiance

Radiance is the density of light energy flowing through agipeint in a given direction. The luminance
is the point viewed from a certain direction. The radiancalirdirections at a given point makes a
directional function called the radiance distribution ¢tion (RDF). There is a RDF at every point in
space, which is why radiance is a five-dimensional quantfindd over all points and directions, two
directional and three spatial.

The reflective properties and the incident radiance of asarfletermines its outgoing radiance. The in-
cident radiance of the surface is defined by hemisphere ofing directions called the field-radiance
function (FRF).

If a surface is diffuse then its radiance is defined by the $esfrthe surface irradiancéi:
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H:/Lf(w)COSH dw (10.1)

Ly is the field radiance incident from directian andf is the angle between and the normal vector
n of the surface.

If the radiance from all incoming directions to one point @&ypled, it can be computed into the ir-
radiance for all possible orientations, these irradiarmegsbe plotted as a radial function. This is the
irradiance distribution function (IDF) for a given pointhis IDF can be computed for every 3D point
in a given scene. A complete IDF is not practically possibkejt would demand sampling in a very
high amount of directions and points, and the computatiosgliirements are equally high. For high
efficiency the IDF is approximated.

If the IDF is approximated within the space enclosed by airenmnent in a form that can be evaluated
quickly, the costly explicit evaluation of the IDF, for eatiitme an object moves, can be avoided. This
approximation is the irradiance volume, and the assumjgitmat it is possible to approximate the IDF

with enough accuracy to avoid visual artifacts.

The simple way to approximate the function is to evaluateitefget of points, and use interpolation to
determine the function between them.

10.2 Creation of an Irradiance Volume

Irradiance volumes must be used in conjunction with an iexjdighting solution, as it samples the
radiance in the lit environment. Radiosity could be one afhssolutions. To built the irradiance
volume the possibility to sample radiance at all points indakctions must exist. For a geometric
environment built of polygons the sampling can be achievitd say-casting techniques.

The traditional implementation of the irradiance volunrejolves a grid of samples being spanned in
the environment in which objects are to move. The samplimeiformed uniformly in the directional
dimensions, since the IDF in a point is always continuouge Jipatial dimensions are a bilevel grid for
adaptive sampling, the reason for this, is that speed isrih@apy concern rather than accuracy.

The pseudo code for the computation of the grid is:

Pseudo code 10.The creation of an irradiance volume grid

1. Subdivide the bounding box of the scene into a regular. grid

2. For any grid cell that contains geometry, subdivide infimer grid.

3. At each vertex in the grid, calculate the irradiance itigtion function.

The subdivision of cells containing geometry, is to alléxithe most likely source of errors in the
irradiance interpolation, since most discontinuitiesaesed by interruptions of light flow by surfaces.
The bilevel grid allows low density sampling in open arealjleva higher sampling is possible in
regions with geometry.

The first-level grid will be & x 3 x 3 grid that is built within the environment. Any grid cell caiing
geometry is then subdivided into a second-le/&l 3 x 3 cell. The regular grid outer vertices must be
placed slightly within the boundaries of the environmenttsgy do not intersect pieces of geometry.
An illustration of a grid/cell/lsample structure is seen gufie 10.1.

To approximate the IDF at an arbitrary point in a scene, theviing procedure is utilised:
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Figure 10.1: A grid is the overall structure of the storagettoé irradiance volume. A grid contains cells. Each
cell can either contain samples at its corners, or a new sa@i-gvel, which contains sub-cells.

Pseudo code 10.Zhe creation of an irradiance volume sample

1. Given a directional sampling resolution, choose a seirettions over the sphere of directions in
which to sample the radiance.

2. In each chosen direction, determine and store radiance.

3. Use the stored radiance to compute the irradiance disisibfunction.

This is performed for each grid vertex, to form the irradanolume.

To gather the radiance viewed from a point in space, themadig point sampled in a set of directions
over the spherical set of directiosg (6, ¢). Each sample defines a region of constant radianceSver

To represent the sphere of directiof$, [Shirley and Chiu, 1994] provides a method to map a unit
square to a hemisphere, and preserving the relative aregiofis on the square. With this procedure,
all directions represent an equal area on the hemispheiehwlves a mathematical advantage in the
later calculations. This representation is better thanrtwditional longitude-latitude mapping, because
mapped areas have better aspect ratio. The actual implatioentvill include two such hemispheres
for each sample, to create one complete sphere. An illicstraf the hemispheres that are stored as a
square map is seen in figure 10.2.

The radiancel.(x,w) is computed by casting a ray from poixtin directionw and evaluate the first
surface, that is hit. If the surface is diffuse, the radiaisogathered from the surface, if not, the ray is
reflected until a diffuse surface is found. A radiance sarnplebe seen in figure 10.3 on the following
pagea.

The number of samples on the hemisphere, that are needeghte e good approximation to the IDF
at a point depends on the surroundings. A scene containimg oigects may require a high sampling
rate to avoid that certain important features of the scenetisnissed.

When all radiance values has been gathered at a point, tHeppamised to calculate the irradiance
for each sampling direction on the sphere. The Irradiancktlaa radiance is calculated for the same
resolution and the same directions. Irradiance is a smpéhetion than radiance, which means that
a high sampling rate is not always needed, depending on theusulings. In figure 10.3b the radiance
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(a) (b)

Figure 10.2: (a) shows the hemispherical mapping of a squaap. (b) shows a sphere created from two of such
hemispheres. (Image by [Shirley and Chiu, 1994])

(a) The radiance of the Cornell Box sampled from  (b) The radiance sample converted to an irradiance
the center of the box sample

Figure 10.3: A sample in the middle of a geometric model asarack and irradiance respectively. (Image by
[Greger et al., 1995])
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sample from figure 10.3a is seen converted to an irradiarmoplea

For a given direction the irradiance is computed for a hyptithal surface whose normal vector points in
that direction. With a set of directional samples, . . .,w, } sampled at a given point the irradiance
in directionw is calculated using equation 10.2:

N
Hw)~ ZL(wZ—)maw(O,wi - w)Aw; (10.2)

=1
whereL is the radiance in directio; from pointx, Aw; is the solid angle of the cone eachrepre-

sents, that is, each direction per sample represents aswafaa on the sphere of directions, this area
becomes a cone when projected from the certeis the number of directional samples, on the sphere.

The sphere of directions is subdivided into regions of eqiza, it follows thatAw,; ~ % and equation
10.3 emerges:

N
Hw)~ % ZL(wi)max(O,wi ‘w) (10.3)
i=1

Equation 10.3 is calculated for a number of directions atstlmmple point in order to obtain a set of
directional irradiance samples. The irradiance is contputeeach direction by summing the cosine-
weighted contribution from each radiance sample on the $@mre oriented in direction. The ap-
proximate irradiance form an approximation of the IDF atwegipoint in space.

The resulting IDF can like a radiance sphere be displayed @&sagliance sphere.

In an implementation the Irradiance Volume is representethiee distinct data structures: samples,
cells and grids.

« Samples:Contains directional irradiance values for a particulanpo

» Cells: Representing a box in space, bounded by eight samples, eaetatorner. Can contain a
grid to form a bilevel structure.

 Grids: 3D array of cells.

When the irradiance volume is queried for the IDF at a giveintdmetween the samples, the following
steps are taken:

Pseudo code 10.8uerying the Irradiance Volume

1. Calculate which cell in the first-level grid the point beds to.

2. If cell contains a grid, calculate which cell in the secdentl grid in which the point is contained.

3. Find which data value in the cell's samples corresponds to

4. Given the points position within the cell and the eightnesrsample values, interpolate to get the
irradiance.

A completed irradiance volume can be seen in figure 10.4 ondkepage.

The process of finding which cell that contains which poinsiisple, as the bounding box of the
volume is known. To find the value corresponding a directigthe hemispherical mapping described
by [Shirley and Chiu, 1994] must be inverted. This will corivthe direction to gu,v) coordinate in
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Figure 10.4: A completed Irradiance Volume. (Image by [@&reet al., 1995])

the rectangular array describing the sample. This is ustgbiquery where a simple check is performed
onw to determine which of the two hemispheres of a sample it lgsldo. Then the inverse mapping of
the hemisphere is used to find out which pixel in the irradéamap the direction lies within. This value
is obtained from all eight surrounding samples, and trdimaterpolation is used to find the irradiance
in directionw at a given point.

Depending on which objects that needs to be rendered in #resa specular reflection may be per-
tinent. The Irradiance Volume normally handles only diffusbjects, but can be extended to simulate
non-diffuse effects by storing higher order moments thanittadiance. With this extension simula-
tion of such phenomena as Phong-like glossy reflections dsiple, given the specularity is not too
high. The reason for this is that the main assumption in tagiance volume is that it is possible to
interpolate between samples to get a good approximatidmedftadiance, but as the specular function
increases, this assumption moves towards being invalid.

In order to build a volume of higher order, equation 10.3 vgriten to:

N
H"(w) ~ (n;— 1> % Z L(w;)max(0,w; - w)" (10.4)
i=1

The specular part is obtained by putting the reflected lighant order, in this case is the order of
the momentw is a cosine-weighted average of radiance samples on-thiented hemisphere. As
increases, it has the effect of weighting the integratiothefradiance towards, which means, with a
high enough order, the specular reflectance map will eqeabtiginal radiance map.
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10.3 Use of Irradiance Volume in the system

In the system developed for this project the implementaticthe Irradiance volume function is gener-
ally as described in this chapter. With the exception thatr#fdiance is given by an environment map
instead of the traditional use of Irradiance volume, wheffanctions in conjunction with a method,
like radiosity, that has already computed the radianceérvéirious parts of the scenes.

The irradiance volume created for the system takes as ingioifge 3D model of the lobby scene. The
lobby scene has been recorded as an environment map forsteerssind a 3D model has been created,
that has a minimal set of faces that still describes the maiiswf the lobby, and is at the same time a
"closed" model. Closed meaning that if positioned insiderttodeled scene, no matter which direction
aray is shot, it will always hit geometry. This is importaiécause if the ray does not hit anything in a
given direction, the function will assume that the radiaooming from that direction is black, which is
never the case in a given real scene like the lobby scene. Dmedgiel of the lobby scene can be seen
in figure 10.5. The model has omitted the bridge, stairs altarpiof the real lobby scene, in order to
speed up the creation of the irradiance volume, but the ithgois able to handle a scene with arbitrary
geometry, so if more detailed and correct representaticheofeal scene is desired for the irradiance
volume, it is possible to do, simply by adding more geometryhie scene, that symbolises e.g. the
bridge.

Figure 10.5: The reduced 3D model of the lobby scene.

The Irradiance volumes secondary input, the bounding veJumthis case an axis aligned bounding
box (AABB), that controls the areas in which the objects di@need to move within the scene. This

is also the bounds in which the irradiance volume will be et The grid of the irradiance volume

will start in each corner of the AABB, and subdivide each aelihe volume according to how many

sub-levels the user has decided the irradiance volumedicoukain for the given scene.

The structure of the volume is constructed, as suggeste@iegpr et al., 1995], by three entities, grids,
cells, and samples. To construct the volume, these enrfitiiesvs a couple of rules:

1. Agrid always contains 8 cells.

2. A cell contains either a new grid or 8 samples.

From these rules a irradiance volume grid is created fronbtunding boxes given by the user. The
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volume is first created by making a grid in the area confinechbyobunding box. This first level of the
grid will contain 8 cells.

Each cell is evaluated, and if it contains geometry, theisalet to contain a grid, which again contains
8 new cells. This new grid is the next level of the volume. Triscess is repeated for as many iterations
needed until it reaches a stop criteria. When the stop exiters been met, all cells not containing grids,
is set to contain 8 samples.

When the system creates the radiance samples in the endnbnitnshoots rays out into the model of
the room, and the first surface that is hit, is being used tutate which longitude-latitude coordinate
it is corresponding to on the environment map of the room. rElierned value from the environment
map is used as the returned radiance for that direction. riddiance volume in this system handles one
environment map, and as such there will be areas of the sitextés not described by the environment
map because of occlusions. Multiple environment maps aremtly not handled in the system. When
the system shoots rays for each sample, it finds the 3D posifithe intersection. If the 3D position
from where the environment map for the scene was recordadbisasted from the intersections 3D
position, the result is a vector, that can be converted tocel gioordinate on the environment map.
This process is described in chapter 8: Modeling Real Sdamaihation, and done for each found
intersection point. The process does not test if there isngéy between the intersection point and
the environment map recording point, in which case the regidound in the intersection point is not
correct. In appendix C on page 133 the various intersectists used in the system is described.

Multiple environment maps are not handled in the systematmse arguably, it has little impact on the
final result. For each sample taken in the environment, eaebtibn is integrated over a hemisphere
of directions, which mean that flaws in one directional rad&sample has little effect on the final
irradiance sample, given most of the sampled directiordibreces are correct. A visualisation of how
the environment map is represented on the geometry, anebtherhat is sampled by the irradiance
volume is seen in figure 10.6a, the errors seen in the imageaviihes on the map does not match up
with the lines in the geometry, is because the tracker eitlar not placed exactly horizontal during
recording of the map, or that is has been put off by magnetidsfier nearby metal in the recording
process.

(a) An environment map, mapped to (b) The corresponding environment map
the geometry of the lobby scene

Figure 10.6: An environment map, mapped to geometry,

When the radiance has been gathered for each sampling pdim iscene, each radiance sample is
converted into an irradiance sample. This is a very comjoualtintensive process, if there are many
samples in the system. Given that each sample has the sanbenafdirectional radiance samples,
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and each directional radiance sample is oriented equailly Bample to sample, a lookup-table can
be created, that handles the - w calculation once. If all radiance samples has the same m@ppi
dimensions, this part of equation 10.3 is always the samedicih sample, and so it can be pre-calculated
once, and used by the system in the creation of the irradiaaogles. The creation of irradiance
samples now only needs to multiply each pre-calculatecctiine with their corresponding radiance
sample, and the irradiance volume is created. In figure 1th& samples are shown for the constructed
irradiance volume, and the pink box is set into the scene @as gy, and the irradiance volume creates
more samples around the geometry, as it should.

Figure 10.7: The samples for the lobby scene, based on thaefep projected environment map.

The irradiance volume is now ready for use. When an objedtimthe confinements of the irradiance

volume is to be shaded, a query is sent to the volume, thattse=athe structure to find the sample for
the objects particular 3D position. The search in the sfinecis as described by [Greger et al., 1995]
to start at the top-level, determine which cell containsgberied 3D position. If this cell contains a

grid, the search descends one level and searches the nevOgee a cell containing the 3D position

has been found, the 8 samples of the cell is interpolatedyerds to the queried 3D position.

Figure 10.8 on the next page shows a cell, where the 3D poistto be interpolated from the 8
surrounding samples. To interpolate in 3 dimensions thgtkeaf the span of the cell in each direction
must be calculated:

wy = [p3 — po| (10.5)
wy = |p2 — Po| (10.6)
w, = |pi — po| (10.7)
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X 5

Figure 10.8: A cell, with 8 corner samples, and a pginthat is to be interpolated from the corner samples.

The interpolation is done locally, withy marking the origin of the local coordinate system, and the
position p must be re-based to a positigi within the local coordinate system, to match this new
origin:

Pn=D—D0 (10.8)

With these direction length, the weight per sample can beutated:

wo = (wm ;mpix) ' (wy Z_prr?.y) ' (wz Z—Uzp;.z) (10.9)
e K R (10.10)

wp = (M by (P (e ol (10.12)

wy = (Ml (B (P (1012

wy = (pi:) ) (wy Z_prr?.y) ] (wz Z—Uzp;.z) (10.13)

wg = (22) (22 ;yp’;% () (10.14)

wg = (22 . (B . (e (10.15)

wr = () (2. (B (10.16)

The sampley can then be created with the following equation:

pcolor:p_é'wo +p_i'w1+"'—|-p_%-w7 (1017)

When the interpolation operation has been performed, Eu40.17 can be utilised to find the color
in a requested direction, by taking the colors from the saimeetibns from the 8 samples, and weight

86



10.3. USE OF IRRADIANCE VOLUME IN THE SYSTEM

them as seen above. In figure 10.9a a sample interpolated&rmemer samples is seen in the lobby
scene.

@) (b)

Figure 10.9: (a):A sample interpolated from 8 corner sanspleand (b):An arbitrary object shaded with our
irradiance volume.

When the irradiance volume has been created, it can be usddtie arbitrary objects if it is given a
position and normal direction for each vertex in the 3D obj@dis is done by finding the 8 samples,
the vertex position is between, and find the weights of therBarossamples, to make the interpolation
between them. Then the 4 directional samples, that arestlaséhe requested directional sample, the
vertex normal, are found. The sample color is then found bgrjolating between the 4 directional
samples and the 8 positional samples. An example of thiseis sefigure 10.9b. The shading of the
vertices of an object using the irradiance sample is cugreniizing the diffuse Lambertian BRDF,
where each sample in the hemisphere of directions is scglad blbedo-value. Since the albedo-value
is a constant, the same result can be obtained by scalirdjan@e sample with an albedo after the
irradiance has been calculated.

The implementation of the irradiance volume has shown, itHatimportant, to have more than one
level before starting to subdivide the cells containingrgety. If the difference between the sizes of
two adjacent cells is great the lighting of a sample has agterydto "pop" when moving from one cell
to another. The problem is particularly clear in cells ofefiént size, that are close to a surface. But the
problem is possible to fix with more initial levels of samples

A problem that is clear from the samples in figure 10.7 on pdgar@l 10.9, is that the range of the
environment map is low. The intensity difference betweanltitight light sources of the scene is not
realistic. The parts of the map where the most light is engtfrom is saturated in the environment
map. This means that the brightness of those pixels can bg tima@s greater than the data indicates.
This means that the light from a surface reflecting light caigiv as much as the light affecting it,

if they both are saturated in the environment map. If therenvhent maps where captured as HDR
images this problem would be corrected.

Another issue of the irradiance volume is that if there is alsbut very dominant light source in the

environment, it is possible that not all irradiance samptedches" the light source when sampling in
the different directions. One way to minimize this possiéteor, is to have more directional samples
per irradiance sample. This however increases the progessie greatly. But the processing time is
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mainly used on converting the radiance samples to irradi@amples. With this in mind, the super-

sampling method could be applied, where a high amount oftitireal radiance samples are created for
each positional sample, and afterwards averaged to a srhaleisphere map. This way more points
in the environment are hit, and the possibility to find théfigources are increased.

Another possible solution to the problem would be to mapuaikate a point in the scene, that marks
the light source, that all samples must take into accourihduralculations. Practically it could be im-

plemented by finding the absolute direction to these paséiht sources and find the four directional
samples closest to the direction to the light source, andtaadlight of the source to these four samples.
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Radiosity

Radiosity is a technique that calculates the lighting in enptex diffuse-lighting environment, based on
the scene’s geometry. Because the radiosity calculationsotlinclude the eye point of the viewer, the
geometry and lighting in the environment do not need to balcetated if the eye point changes. This
enables the production of many scenes that are part of the ssavironment, and a "walk through" the

environment in real time.

The amount of light in the scene is constant - light which igttethis always absorbed somewhere.
Every object is subdivided into many, many patches (or polgy Each patch has a specification
telling the system how this patch will affect other patctiest is, how it reflects light.

Source: [Elias, 2003b], [Akenine-Mdller and Haines, 2Q(QRttle, 1999a], and [Nettle, 1999b].

11.1 Radiosity matrix

A light source emits energy into the scene, and the enerdyitdison to the various surfaces are
calculated. Each surface has two associated values. A gahmv much it is illuminated, and a value
of its surplus of energy, i.e. how much energy it can radiltehe beginning only the light source will

have radiative energy, while all others have none.

Next step is to calculate the interaction of energy from esacface to every other surface. If the amount
of surfaces is n, then the calculation of the interactiorwken the surfaces, this is art problem.
The interaction may be calculated based on the surfacesejgoah relationships. This relationship
between two surfaces is a single value and is called the "factor".

All the calculated form factors in a scene may be stored in am matrix, called the "radiosity matrix".
Each element in the matrix contains a form factor for theragon from the surface indexed by the
column and the surface indexed by the row.

The radiosity matrix is set up as equation 11.1:

el 1—rifu —rmfiz ... —rifin b1
e rofor l—raofes ... —rafon by

= . ) . ) ) (11.1)
€n rnfnl 7nnan A 7nnfnn bn

Wheree; is each sources radiant exitance (i.e. a non-zero valuddior $ources), and; is the re-
flectance of patch, f;; is the form factor between two patcheand;. b; is the radiosities that are to
be calculated. To find the radiosity the matrix is solved.

To solve the matrix, each column, or source, is set to emitggn® each row, or destination, in that
column. When this is done, the energy from the source hasdisteibuted to all surfaces (destinations).
But these surfaces serves as receivers and reflectors artieetsne, which means they are going to
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reflect some of the absorbed energy back into the scene. Soemeegy is being sent to other surfaces,
the energy is divided into the two values each surface igaedj the illumination value and the radiative
value. The light energy will be sent back into the scene, asithtrix is processed. When the matrix is
solved, all light has bounced around and the lighting of ttee has reached an equilibrium.

The classic version of radiosity has the following pipeline
1. Generate Model

2. Compute Form Factors

3. Solve Radiosity Matrix

4,

Render

In radiosity the basic principle is to remove the distinativetween objects and light sources. Now,
everything can be considered a potential light source.

The basic premises of radiosity are:
1. There is no difference between light sources and objects.

2. Asurface in the scene is lit by all parts of the scene thavible to it.

Anything that is visible is either emitting or reflectinglig i.e. it is a source of light. Everything the
surfaces sees around them is a light source. And so, wheidedng how much light is reaching any
part of a scene, care must be taken to add up light from alilgdedight sources.

11.2 Progressive refinement

[Cohen et al., 1988] published a paper in 1988 called "A Rasgjve Refinement Approach to Fast
Radiosity Image Generation”, that introduced a new way eesadiosity by reordering the way things
were done.

The traditional method had illumination being gathered aghredestination from its source, hence the
method was called "gathering". In progressive refinemastptocess is reversed and defined this as
"shooting".

The basic idea is to start with finding surface with the mosrgy to contribute to the scene, the
surface with the highest amount of radiative energy. Thifase will then iterate through the rest of
the surfaces in the scene, and distribute its energy asdtgsses. The process starts finding the next
surface with the most energy, and cycles through the othéesicas. this is repeated until the largest
amount of radiative energy in the scene has met a predetedoiiteria, that means that its contribution
to the scene would be insignificant. When this process igtfaisan image would be rendered for the
user.

11.3 Patch subdivision

The surfaces has only one illumination value assigned,winieans there can be no change in illumina-
tion across surfaces. In radiosity all surfaces in a givemsenay be subdivided into smaller polygons,
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called patches, to accommodate this problem. Then all patate treated as their own surface instead
of the original surface. The drawback is that the radiosiatrir will grow to the number of patches in
the scene squared.

This means that a very simple scene of 1000 polygons will laar@atrix with 1 million elements. If
each polygon is subdivided infx 8 patches the matrix would contain 4 billion elements in thérina
((8-8-1000)% = 4,096,000,000 ). This illustrates that even simple scenes may producerbiglgms.

Patches are used to simulate area light sources. Insteeghtihg a surface as an area light source, it
is split up into smaller light sources across the originafeze. With a adequate subdivision the result
may be quite satisfactory.

The subdivision should be done intelligently. Instead dfdividing every surface into a set of patches
one square unit each, the subdivision should be weighedjards to the contrast in the different areas.
Meaning high-contrast areas should have many patchesg wihililar neighboring areas should have
less.

There are various techniques to make an intelligent sukidivi Progressive subdivision is the most
commonly used method. Once a surface has emitted its ereagly, patch in the dataset is evaluated
to decide if two adjoining patches difference in illumimetivalues is above a set subdivision criteria.
If there is a big difference, there will be a high contrastwasn the two, and they should both be
subdivided.

The next step is to subdivide the patches themselves, iatoagits. This is done for both performance-
and aesthetic reasons. The subdivision into elements neggto a specific resolution. Unlike surface
subdivision, where the original surface is discarded apthoed by the patches, the patches are main-
tained when they are subdivided. The reason for this is beapatches may be used for shooting, and
the elements may be used for gathering.

A patch is typically subdivided int8 x 8 elements. The patch with the largest amount of radiative
energy is, during the distribution process, chosen for shgoFrom that patch, the energy is distributed
to all of the elements in the scene. The elements stores apthgs the illumination value they are
given, and the radiative energy, that would be reflected ftmrdifferent elements is transferred to their
parent patch. The patch will then handle the shooting idstéahe elements. This allows for a high
surface geometry resolution with a low resolution for dlsttion. This may save a lot of processing
time.

To exemplify the rendering of a scene, the process is shawn fhe point of view of a patch:

In the scene, all surfaces are subdivided into multiplelgstcIn figure 11.1a a surface is shown, and a
patch on the surface is chosen in figure 11.1b.

If a virtual camera is placed on the patch looking outwartdis, possible to see what it sees, see figure
11.2a. The room is very dark, because no light has enteredipetedges are drawn afterwards to be
able to see the scene. If all the light it sees is added togdtteetotal amount of light from the scene
reaching the patch is calculated. This is the total incidight on the patch. This patch can only see the
room and the darkness, by adding up the incident light, ips&ent that no light is arriving here. This
patch is dark.

In figure 11.2b a patch placed lower on the surface is rendérstpatch can see the bright sun outside
the window. If the incident is added up here, it will show tlaalot of light is arriving at this patch
(although the sun appears small, it is very bright). Thiglpat brightly lit.

This process is repeated for all the patches, and the scdiieokilike figure 11.3.
The patches near at top of the pillar, which is occluded frieesun, are in shadow, and those in eyesight
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(a) A surface of a given scene is subdivided into  (b) A patch is chosen, and the scene is visualised
patches from its perspective.

Figure 11.1: The surface chosen for the visualisation.4EJi2003b]

(a) The camera is places in the center of the patch, (b) The view from a lower patch
and its view of the world is seen

Figure 11.2: The view from two different patches, where @) see the light source. [Elias, 2003b]
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(a) The lighting of the patches after 1st pass (b) The lighting of the entire scene

Figure 11.3: The lighting of the scene after 1st pass. [EIRG03Db]

with the sun are brightly lit. Those that partly see the suajuded by the edge of the window, are only
dimly lit.

The Radiosity algorithm proceeds like this for more passé&re shadows naturally appear in parts of
the scene that cannot see a source of light.

Now that some parts of the room are brightly lit, they thewsglhave become light sources, and can
cast light onto other parts of the scene.

In figure 11.4a the patch that could not see the sun, and sveda®o light in the 1st pass, can now see
the light shining on other surfaces. So in the following pakis patch will become slightly brighter
than the completely black it currently is. All patches aregassed once again, and all patches that
could see no light before, can now see the other lit up patahdsise them as light sources. In figure
11.4b the 2nd pass has been performed, and the lighting obdime is greatly improved.

11.4 Accelerating Radiosity

To create the views from each patch, a hemisphere is plaedtoy patch, and from that patch’s point
of view, the scene is rendered on the inside of the hemispherkthe texture will look just like the
scene from the patch’s point of view. The hemisphere wasdnited by [Cohen and Greenberg, 1985].
There is no difference between a hemisphere and a hemicoitmetifie view of a patch. A hemisphere
for the patch in the previous example can be seen in figureall.5

If the fish-eye view could be rendered easily, then the catmris would be to sum up the brightness of
every pixel to calculate the total incident light on the patit is however not trivial to render a fish-eye
view, and so some other ways has been found to calculatedtukein light.

To obtain shadows visibility information is needed, to knbaw much of the various patches in the
scene are visible from other patches. A common way to acltlésenformation is to use a z-buffer.
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(a) The view from the patch after 1st pass (b) The scene lit after 2nd pass

Figure 11.4: The incident light on the patches after 1st gass otherwise occluded patches see light, and the
rest of the scene is already lit in the 2nd pass. [Elias, 2Q03b

The z-buffer must be generated from the patch’s point of viéwme way to do this, is by using a
hemicube. A hemicube equivalent to the hemisphere is shoigtre 11.5b.

A hemicube is half a cube, split orthogonally along one aRigin-hole camera is placed at the base
of the hemicube pointing at the top face, wit®@deg frustum. The top face may be considered as
the rendering surface of the camera. When the scene is szhftem this perspective, the camera sees
what the patch sees.

Patches rendered onto the surface of the hemicube will gcthgmicube pixels". Patches far away
and with great angles of relative orientation will occupwést pixels. Using the z-buffer it is possible
to create shadows by detecting which patches are partiaflylg occluded.

These renders needs to be translated into energy trangnsisdlormally the frame buffer stores color
values and a z-buffer the depth values. Here the z-buffguskdee depth information, while the frame
buffer stores patch ID’s instead. A complete render giveartigd form factor information of how much
energy gets transmitted between patches. The render iial fiitause information of the relative angle
between patches is missing.

Relative angles are used to decrease the amount of energfemad from one patch to an other. A
greater angle means less energy is transmitted. The reraletathhow wide an angle the destination
patch is relative to the camera. But the shooters angle alsgsto be taken into account. Like Lambert
shading, the surface receives less light, the more it tusasy drom the light. But the light source (the
shooting patch) is an area light, which means it may also haangle, and this angle needs to be taken
into consideration before energy is transmitted.

To do this, a delta form factor may be utilised. The delta féantor is a simple table of values, with the
same resolution as the surface of the hemicube, and it osntalues that are used to scale the amount
of energy that each pixel in the hemicube may transmit. \éaloehis table are highest in the center,
and decreases towards the edge, as patches directly irofritvé shooter will receive most energy, and
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(@) The hemisphere for the (b) The equivalent hemicube
patch.

Figure 11.5: The hemisphere and hemicube, that can be adatea patch. [Elias, 2003b]

those with the most incident angle receive the least.

The shooting is performed through each pixel in the framéebuivhere the patch’s ID’s were stored.
When each pixel, or patch, in the surface is processed, tatests total radiative energy is scaled by
the delta form factor associated with that pixel. And likatttithe total energy of the shooter has been
transmitted to the other patches in the scene.

11.5 Form factor calculation

The form factor is the calculation of how much energy is tmaitied from one patch to another. When
performing the form factor calculation, a criterion may leg¢ 0 ease the calculations: The area of two
interacting patches must be relative small,when compartrtbtdistance between them. This will result
in the lines between two patches will be relative uniform aste other, as all points on the receiving
patch will have nearly the same relative angle to all poimtthe transmitting patch. With this criterion
met, each patch may be treated as one area, and the interaetiween two patches is calculated
once. If the relative angle between patches is kept low tt@sras a result of the simplification, are
minimized.

To transmit from one area to another, differential areasappdicable. Differential areas are calculated
by dividing the transmitting patch’s area by the receiviagch’s area. The result is a value that scales
the amount of transmitted energy that will be received.

The standard form factor equation, according to [Cohen am@iberg, 1985] and [Wallace et al., 1987],
may be seenineq. 11.2:

cost); - cosl;
:—// — - hijdA;dA; (11.2)

i denotes the transmitting surface, ahdenotes the receiving. But by utilizing the above mentioned
criteria, the two integrals may be avoided, which simpligsiation 11.2 to equation 11.3:
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cost); - cosl;
- d?

finj= - hijdA; (11.3)
In equation 11.3 thée is the distance from patch to patch,.; is the relative visibility between two

patches. AndiA; is the differential area.

11.6 Use of Radiosity in the system

In the AR system the utilization of radiosity is limited toagtow-casting. Normally radiosity is used to
distribute energy into a scene, and thereby lighting it. $nene where virtual objects must be integrated
into an existing real image, some light calculations may meegessary, as the scene is already lit. In
this case, the lighting of the scene must be estimated, andittual objects lit and casting shadows
from the estimated light sources.

A radiosity solution, depending on which type, makes sdymases to compute the light-distribution,
with an environment-map of a given scene, these compugati@y be skipped, and the light informa-
tion from the environment map may be utilised to determinenfivhere the light affecting the objects,
and thereby casting shadows, are positioned. So the systeds only a 1st pass radiosity calculation.
This saves a lot of processing time for the system.

The radiosity algorithm designed for this project has ainenand an offline process, the pseudocode
for the offline process is:

Pseudo code 11.The offline part of the Radiosity utilization in the system.
. Subdivide all Emitting objects.

. Subdivide all Receiving objects.

. Map Thresholded environment map to emission patches.

. Emit energy to all receiving patches.

. Find most significant energy additions to all receivintches.

. Omit least significant energy additions for all receivipajches.

. Normalize remaining energy for all receiving patches.

. Subdivide movement space.

. Create lines between receiving and emitting patches.

OO ~NOOOUITSWDNPRP

The radiosity algorithm designed for the lobby scene ptdigikes as input the same scene model as
the irradiance volume, and seen in figure 11.6. This mode$ésl dor intersection testing during the
radiosity generation, and can also be used as the modelfieraiing receiving and emitting patches.

There are 3 classes of geometry that is utilised in the ragdioalculations:

1. Full scene model used for intersection test
2. Shadow receiving geometry

3. Light emitting geometry

The user has the possibility to input a specific version ofgtene model, where only the surfaces
that are likely to receive shadows from the objects are domda This step is done to prevent the
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Figure 11.6: The low-polygon version of the lobby scene

algorithm to create a shadow on top of a window, and at the damethe speed of the system is
greatly improved if no unnecessary patches are preseninviita scene, that will demand processing
time during the online process. The user can, if decided ssbdel of which surfaces are to be used
as possible emitting patches. The algorithm can as startdkedthe full scene model and use the
contained surfaces as emitting surfaces, depending omtiesity their area has on the environment
map. Figure 11.7 shows an example of surfaces marked asvglaaela and light area respectively.

(a) The area marked by a user to be shadow receiv-  (b) The area marked by a user to be light emitting
ing area area

Figure 11.7: The user can mark areas that the algorithm isficeal to find its emitting and receiving patches in.

The models for receiving geometry and emitting geometryutsdivided into several patches. The
resolution of the patches can be set by the user, by statmgrtiallest size a patch may have, the
subdivision creates the patches so their size is closedaéivalue. The receiving and emitting patches
can be set to have different sizes, as it may be importanthieatceiving patches have a certain size,
to look realistic. If the receiving patches are too big, thadow may look blurry in regions that are
supposed to have a sharp edge on the shadow. At the same itirag lite desirable to have the emitting
patches being bigger in regards to the performance of thierays

The size of both the emitting and receiving patches depeigidylupon the size of the objects that are
moving in the scene. The smaller the objects, the smallgpatehes needs to be.

Many radiosity patch subdivision algorithms can adapyivibdivide the surfaces, so the areas with
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the most contrast has the most patches. This approach ipplatable in the system for the lobby, as
the virtual objects are moving dynamically in the scene. réfuge the subdivision must be uniform
throughout the scene, to assure the same level of shadoilwdetaever the shadow falls.

A patch in standard radiosity has emission, reflectanceniitng energy, and outgoing energy as vari-
ables. In the radiosity based on an environment map, onfyniieg energy and outgoing energy are
preserved, as the emission and reflectance of a patch istagtsting in regards to finding the energy
transmitted from the emitting to the receiving patches.

To use the environment map with radiosity shadows, eactiiegigatch is evaluated, for which area on
the environment map it represents. For each emitting p#tehalgorithm makes a sampling across its
surface, and the average intensity of these samples is aaubé patches emitting or outgoing energy.

The next step is to calculate the energy transfers betweeantiitting and the receiving patches. To do
this, equation 11.3 on page 95 is utilised, and calculatéad®n all receiving and emitting patches.

Equation 11.3 looks like:
cost); - cosl;

- d?

From the environment mapped to scene geometry, light willresmitted to the receiving patches
in the scene, the luminous intensity from the emitting pescbff course given by the intensity in the
environment map. During the radiosity calculation it wid hoted for each receiving patch how much
light it receives from each of the emitting patches. Whemeadkiving patches has received light from
all emitting patches, each receiving patch will be checkeavhich light sources adds to it’s lighting, in
this process each patch will have it's energy addition ndired, so the total received energy amounts
to 1. If there are patches that only adds below a certain ptage of the total energy to each patch, that
is, adding below what will be possible to see in the rendeoifipe patches, it will be omitted from the
receiving patch’s domain, this is mainly done to speed uptiime process. In the process each line
is intersection tested with the full scene model, to make #ue light does not pass through a wall and
still lights a patch.

fifj = . hZJdAJ

For the virtual objects to be able to cast shadow in the sdeas, will be set up from each receiving
patch to each of the emitting patches, that adds to the patdhis the reason why each receiving patch
is checked for additions from each emitting patch, to ométdhnecessary links between patches. The
line is drawn from the center of each patch.

The Radiosity setup is now ready to cast shadows in the s@émeegpseudocode for the online rendering
of the radiosity is:

Pseudo code 11.Zhe online part of the Radiosity utilization in the system.

1. For each dynamic scene object, test if a line is interde@ed write which patch are affected in
buffer.

2. Render patches in buffer as shadow.

If an object intersects any of the lines that has been sethgpintersection means that the receiving
patch can no longer "see" the emitting patch that it sharedink with, and therefore the energy that
was received from the occluded emitting patch is subtraftted the receiving patch. This will dampen

the area the patch represents in the scene, and thus thé whjeast shadows in the scene. In figure
11.8 an example is seen where all patches that are affectdukligtersection of the lines associated
with them is marked, as well as the lines that intersects lieca

To give each patch the look of a shadow, the alpha channdkistedl at their vertices. The patches has
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(a) The receiving patches that are affected by the  (b) The lines the sphere is intersecting is marked
position of the sphere is marked on the floor of the
scene with black faces

Figure 11.8: The patches affected by the sphere positiontla@dines that marks the occlusion of the various
patches.

3 vertices, and has for this reason each vertex belongs ttwbgs The shadow affecting each of these
6 faces affects their shared vertex. When a line leading &reiving patch is intersected, the energy
from the emitting patch the line was spanned from is sulechfrom the total value (1) of the face. The

energy from each emitting patch was normalised, therefaubtraction of the various adding energy
emitting patches will always result in a value between 1 and 0

When the values for all receiving patches, that loses eneegguse of the occlusion of the object has

been found, each affected receiving patch adds @efrtheir energy to each of their 3 vertices, when

all neighboring faces has added their energy, the vertetheagalue of how much energy is added at

that point in space. This process is not carried out on \@xtilcat lies on the edge of the patch-network,

and therefore does not have 6 neighboring faces. When théegs is done the patches are rendered
with the energy added to each vertex as the alpha value. Irefilgli9 an example is seen how some

large patches are rendered with this technique.

Through the implementation of the radiosity, it has beereggpced, that though it is important to have
a high resolution for the receiving patches, it is impor@asiwell, that the resolution for the emitting

patches is not too low, as the objects may have a tendencyoiod e lines if they are too far apart.

Again the resolution of the patches depends largely uposifieeof the occluding object.

The current implementation of the radiosity tests for is¢etion with all lines every time it draws
shadows. The algorithm could be greatly optimised if th@itld detect in advance which lines that are
likely to intersect the object. [Gibson et al., ] developedatgorithm that use a shaft hierarchy, with
a coarse representation, that determines where the objpletded, and afterwards only tests the lines
that possibly intersects the object.

When an object intersects a line, the current assumptidmedditgorithm is that the entire emitting face
is invisible to the receiving face. If the representationwdtl be correct, it should be tested if from some
of the points on the receiving patch the emitting patch igigs which would give a better precision in
the shadow casting.

The current implementation of the radiosity shadowing adfgo only casts shadows based on the
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(a) Shadows cast in the lobby scene, by coloring each  (b) Shadows cast on an invisible floor, ready to be su-
vertex of the patches. perimposed on a video feed.

Figure 11.9: A sphere casting shadow onto patches, that@l@ed according to how much energy is subtracted
from them.

objects bounding sphere. To yield the full benefit of the maitly algorithm implemented, the ray
intersection testing should include a low-polygon versibthe objects that are to cast a shadow, when
the bounding volume test has passed. This will create maiistie shadows of the object.
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The Final system

This chapter describes how the various methods describéa iprevious chapters are merged into one
system capable of running a real-time augmented realitiegys

The system developed during the project is very similar tibenided system described in chapter 3 on
page 25. There are minor parts that was intended to be in gtersythat were not finished at project
deadline.

The system is divided into offline and online processes.

12.1 Offline process

In the offline process, an environment map is created, byrdew the surrounding with a camera
placed in the scene. The recorded environment map is therbydeoth the irradiance volume creation
and radiosity calculations.

The irradiance volume generates samples throughout tine stteat indicates how the irradiance con-
ditions are in the various sample positions. The samplebased on a 3D model of the scene, that has
the environment map assigned.

The radiosity part of the system is calculating how lightistributed in the scene, based on the envi-
ronment map. The surfaces that are taken into account byattesity calculations are reduced to be
the surfaces most likely to receive and generate shadows. &a spanned between these surfaces, and
are used to generate the shadows in the online part of thensysthe offline rendering pipeline has
been evaluated to fit the final system, and can be seen in figute 1

12.2 Online process

In the online part, the camera is positioned in the scene. cBheera data is captured by the system
together with tracking data, indicating the orientatiorttaf physical camera. The tracking data is used
to transform the virtual objects in the scene, to corresporttie camera movement. There is a delay
between the time the tracking data is received until theesponding video data is received. The result
is that during camera movement, the virtual objects arechb&the rest of the scene. This problem is
solvable by the use of a buffer on the tracking data, wherérétoiiing data is time-stamped. The delay
is measured, and the buffer is used to delay the trackingljatae delay time. This is currently not
supported by the system.

Furthermore the isotrak 2 tracker used in the system hastegigion, and when the image is supposed
to be at a fixed position, the virtual objects, that are depehdn the tracking data, has a tendency to
jitter in its position, which quickly reveals to the view#nat the object is virtual.

When the system is started, the virtual model of the scenermbbe aligned to the real scene. This
is handled through a calibration routine, where the usentpat a point on the virtual model, and
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Main Off-line Augmentation Pipeline

Data Computation pipeline

Undistorted Video feed = -------------—-j----

| Build environment map

Tracker data --—-——-—-—-——-

/

Compute scene
irradiance

Irradiance Volume -

v
Compute radiosity
parameters

Scene radiosity
parameters

A

—_————

Figure 12.1: The offline rendering pipeline for the final gyat

afterwards its corresponding point in the real scene. Fhisrinformation, the system is able to realign
the scene so the two points match.

The image data from the camera that is captured by the systémthe online process rendered as
background to the virtual graphics. Next step is to renderdtclusion data to make sure that if a
virtual object is positioned behind a real object, that hesnbmodeled in the virtual 3D model, the real
object is displayed in front of the virtual object.

When the virtual objects are rendered, the irradiance velisrused for shading. At each vertex the
irradiance volume is queried for the irradiance in the vertermal direction. This value is used to
color the each vertex on the object according to the valuedstay the irradiance volume. The color
value is scaled by the albedo for the object.

The rays that were set up in the offline process are used tesbadbws for each object. The rays
are tested for intersection with each virtual object in tbeng. The test is performed on the bounding
sphere of the object, and if an intersection is detectedadash is casted on the area that was supposed
to be lit by the ray. During the offline process the light aidditthat each ray represents to the patch is
calculated. When a ray is occluded from the receiving serfétte receiving surface is dampened by
the light addition the ray represented.

When the virtual objects are rendered with irradiance veus shader, and radiosity as shadow gen-
erator, the image can be post-processed to further ampkfjiltision that the image with the virtual
object is recorded by the camera.

Three post-processing methods has been examined, Aasiradi, Motion blur, and video noise. None
of these methods has been implemented by the deadline ofdfexip

Furthermore a method of updating the environment map us#tkisystem for light calculations has
been examined, but has due to the project deadline not besnqul

The final system has the ability to record an environment roap cene, and use it to create lighting
for virtual objects it places within the scene, on top of tidew-data from the connected camera.The
online rendering pipeline has been evaluated to fit the fiygtbsn, and can be seen in figure 12.2.

102



The class diagram for the final system is seen in appendix Cage £38.

Main On-line Augmentation Pipeline

Data
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3D scene model
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Figure 12.2: The online rendering pipeline for the final gyat
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CHAPTER 13

Test

This chapter contains the description of the various test$opmed on the system, to evaluate the
performance of the final system.

13.1 Irradiance sampling

13.1.1 Purpose

The purpose of this test is to visually verify that the systerable to sample irradiance in the defined
bounding area.

13.1.2 Set-up

The test is carried out in the online part of the system, digpt the environment map on top of the
video stream as virtual objects. All samples of the irradéawolume are displayed.

An environment map of the surroundings is created and isisefggure 13.1

e e e

Figure 13.1: The environment map of the scene used in the test

To verify how the environment map influences the irradiarama@es within the volume, the irradiance
volume is tested with a modified version as seen in figure 13 e following page
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Figure 13.2: The modified environment map

13.1.3 Results and Discussion

In figure 13.3 on the next page the samples created from tloed®dt environment map is seen. The
dark ceiling in the lobby is causing the samples to appedrthe dominant light source of the lobby is

the floor. To see how the volume would react if the lamps in #ing has a bigger surface, and thereby
has an increased chance to be sampled by each irradiancéesdiraptional samples, the ceiling has
been modified to be all light, and the result is seen in figurd b8 the facing page.

Through visual inspection, between the samples and theesmonding environment map, the samples
are evaluated to match the environment maps. The samplbeifonore matches the scene in which
they are placed. The samples derived from the original enment map, seems to match the scene
the best color-wise when the two sample images are compBrgdaking the lights in the scene into
account, which are difficult to see in the images, the modgadples matches the lighting of the scene
best, though they are slightly overexposed.

13.2 Irradiance shading

13.2.1 Purpose
The purpose of this test is to determine how well the shadingrioitrary objects are utilizing the

irradiance volume. To showcase the results of the projerdgon figurine has been selected to perform
as test object.

13.2.2 Set-up

The environment maps used in the previous test are usedde #fe objects in this test. Furthermore
an additional environment map has been recorded for thiswétk a bright sun illuminating the entire
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E2 Augmentor L s

E3 Augmentor

Figure 13.4: The samples created using the modified envieolnmap.
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scene through a window. The new environment map is seen irefigi5.

Figure 13.5: An environment map with a bright sun.

13.2.3 Results and Discussion

In figure 13.6 on the facing page the dragon figurine is shadéxtine originally recorded environment
map, and figure 13.7 on the next page shows the figurine shaitledhe modified environment map.
The figurine shaded with the original map looks more realitan the figurine with the modified
skylight.

In figure 13.8 on page 112 the figurine has been shaded witmthwement map with the bright sun,
and the brightness of the shading on the figure is matchingithptiae brightness on the surrounding
environment. Other effects like shadowing and video nom@d possibly be applied to the image
to attain a more realistic looking image. The image furthemenshows that the system is flexible in
regards to camera placement, the camera view is not lockaaytfixed point, as long as the system is
told what position the camera is placed in.

In figure 13.9 on page 112 and 13.10 on page 113 the figurinedegmsidaced in two different positions

of the scene, to visually compare if the shading has changpdndling on the objects position. The
shading of the object has changed from one image to the nednimg the irradiance volume has
found different samples for each position. Furthermorerédi8.10 shows that the occlusion handling
has placed the object behind the metal rafter it is positidrehind.

13.3 Radiosity Shadows

13.3.1 Purpose

The purpose of this test is to evaluate the performance ofttiesity part of the system, that generates
the shadows for the objects.
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E2 Augmentor

Figure 13.6: The dragon figurine is shaded with the origipaicorded environment map.

= Augmentor

Figure 13.7: The figurine shaded with the modified environmeap.
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Augmentor

Figure 13.8: The figurine shaded with the sunny environmeqt. m

B3 Augmentor —

Figure 13.9: The dragon s placed at two different positionthe lobby scene selected for the project, for shading
comparison. Shadows are disabled for the shot.
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ES Augmientor . S

Figure 13.10: The figurine has been moved to a hew positioshoav shading changes, and occlusion handling.

13.3.2 Set-up

The test is carried out in the full implementation of the syst A single virtual object, in this case the
dragon, has a bounding sphere as its shadow casting objeetriginally recorded environment map
is used by the radiosity part of the system in this test.

13.3.3 Results and Discussion

Figures 13.11 on the next page and 13.12 on the following age/s the dragon figurine with a
shadow projected on the floor underneath it.

The sense of placement for the figurine is better, when théosh#& added to the image. Furthermore
the shadows enhances the illusion that the virtual objegltaised within the scene. The shadow pro-
jected for the object is not a precise shadow for the geonwadtthie object. An improvement on the
shadow casting can further enhance the merging of the twgema

13.4 Flexibility

13.4.1 Purpose
This test is carried out to test the systems ability to penfam other scenarios than the one it was

designed for. The environment for the system is changede@tivironment seen in figure 13.13 on
page 115.
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Figure 13.11: The object is shaded as if light is coming frdmo\ge at the same time as the floor is shading from
below, with an added shadow cast by the objects boundingephe

Augmentor

Figure 13.12: The virtual dragon figurine has attracted a sluipper.
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Figure 13.13: The environment map for the group room scene.

13.4.2 Set-up

The test is performed on an implementation of the systemoartradiosity shadows.

13.4.3 Results and Discussion

In figure 13.14 on the following page the result of placingfigerine in another and smaller confined
scene is displayed. The shading of the object is dominatedebljghts in the ceiling of the room.

The test shows the systems ability to generically emulatews environment illuminations.

13.5 Comparison with rendered image

13.5.1 Purpose

The purpose of this test is to determine the quality of thelisigasolution implemented for the system.

13.5.2 Set-up

The test object is rendered in 3D Studio MAX 7's advancedtlighcer renderer using the recorded
environment map. The same object, the dragon figurine, dered in the system framework using the
irradiance volume to shade the object. The two images ar@awed.

The test machine has the following data: AMD Athlon 1800+gessor, 256 mb RAM, GeForce 3
Ti500, Windows XP SP1.

115



CHAPTER 13. TEST

- .

Figure 13.14: The object is placed in a smaller confine, ckosealls. The scene is a group room.

13.5.3 Results and Discussion

In figure 13.15a the rendering performed by 3D Studio MAX isrseand the corresponding shading
performed by the irradiance renderer used in the systeneisiadigure 13.15b.

The two renderings are performed with an albedo of 0.5. Thegdst difference between the two is that
the rendering performed by 3D Studio MAX has self-shadoviingrevice-areas of the figurine. This
is not supported by the irradiance volume. The rendering fion the 3D Studio MAX image is 4:47
minutes. The irradiance volume is calculated and the rémglés displayed 2.2 seconds after startup
on the same machine.

The rendering comparison shows that the irradiance volatoellations are performed correctly by the
system.

13.6 Performance

13.6.1 Purpose

The purpose of this test is to evaluate the performance cfytsiem, measured in frames per second.

13.6.2 Set-up
The test is carried out in the full implementation of the syst Virtual objects, the dragon figurine, and

a mannequin mesh, is inserted into separate lobby scenedrarhe rate is observed with shading only
and with both shading and shadowing. The object is movedfereit locations in the scene.
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(@) (b)

Figure 13.15: The figurine is rendered in (a) 3D studio MAX ¥adced lighting and (b) using the irradiance
volume shader.

The test machine has the following data: AMD Athlon 1800+gessor, 256 mb RAM, GeForce 3
Ti500, Windows XP SP1.

13.6.3 Results and Discussion

The dragon figurine consists of 17477 vertices, and 34954sfad he irradiance volume algorithm
currently performs a lookup per vertex per face. Each facsists of 3 vertices, so in order to shade
the dragon figurine the irradiance volume must perform 18486kups per frame.

The mannequin is defined by 1594 vertices, and 3166 faces yldlds a lookup rate per frame on
9498 lookups.

The radiosity implementation used in the test has 3200 viecgpatches, and 50 emitting patches,
which means that the radiosity must perform 160000 intésetests per frame rendered to the screen.

The performance data can be seen in table 13.1 and 13.2.

Mannequin Shading only Shading and Shadows
Standing still 37 fps 37 fps
Movement 10 fps 0.9 fps

Table 13.1: The performance data for the mannequin model.
Dragon Shading only Shading and Shadows
Standing still 37 fps 37 fps
Movement 4 fps 0.8 fps

Table 13.2: The performance data for the dragon model.

The irradiance perform& 104853 = 419412 lookups per second on the dragon figurine, @498 =
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94980 lookups per second on the mannequin model. This shows thétaime rate is partly dependant
on the lookup in the Irradiance Volume.

The initialisation of the radiosity has been measured te 8kseconds, while the irradiance volume is
initialised in the given scene in 2 seconds.

The data shows that the shadow calculations is the part @fubgmentation pipeline which is the most
computational expensive.
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Conclusion

This chapter concludes the Real-time Augmented Realifggirmade by group 922 on the Computer
Vision and Graphics specialisation from the Laboratory afn@puter Vision and Media Technology,
Aalborg University.

14.1 Purpose of the project

The goal of this project is to create a real-time AugmentedliBesystem. The objective of the system
will be to place virtual objects within a real scene, enaplimese to interact with existing light, shadow,
and occlusion. The user will be able to interact with bothwitegving direction and the virtual objects.

14.2 Methods

In this project, the implementation of a real-time AugmenReality system, has been explored. The
primary aim has been how to move towards photo-realistidedng, enabling seamless blending of

the real world and virtual objects, in a real-time system. oTgvimary areas have received an in-

depth analysis, these are global illumination of virtugjeoks, and shadow casting, both image based
methods.

The system developed for the project combines informatisiained from a standard webcam with
orientation information from a hardware tracking unit, table virtual 3D objects to be placed into
the video image. The tracking data enables transformatidheovirtual objects with respect to the
orientation of the camera.

The system handles occlusions between the real world andrtheal objects by the means of a prebuilt
3D model of the environment or scene the application is augimgp

14.2.1 Modelling scene illumination

The process of rendering realistic shaded augmented eljest been the emphasis of the project.
The project has explored how global illumination can beaoted from images of the surrounding

environment. The process of extracting illumination imfation and modelling scene illumination is

done in an offline process.

To capture the light information of the scene to be augmerte@nvironment map is generated using a
stand-alone software tool developed in the project. Theisoable to construct spherical environment
maps of user defined sizes, covering all view angles, autoalist This is done based on images from
a camera with a tracker, registering orientation, fixed.to it

This environment map is in conjunction with a 3D model of thersunding environment utilised to
generate an Irradiance Volume.
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The Irradiance Volume is a volumetric representation ofgiiobal illumination within a space based on
the radiometric quantity irradiance. The irradiance vatupnovides a realistic approximation without
the amount of calculations needed with traditional globahiination algorithms. This approximated
irradiance is utilised to shade the virtual objects withie scene. Because the irradiance volume
generation is an image based method, using an environmemttheobjects are shaded based on the
actual radiance from the surroundings.

14.2.2 Shadow casting

To generate the shadows in the image, a reduced radiositiigois employed. Radiosity calculates
the light energy received by every surface in a scene, taktogaccount light bounces from all surfaces.
The solution used in the system creates light emitting sad#n the areas generating light, based on the
environment map, and light receiving surfaces in the aré#iseoscene that are likely to receive light.
The light energy for a given emitting surface in the 3D moddbased on an intensity measurement in
the matching area of the environment map. The light emittetiraceived by the various surfaces is
spanning rays throughout the scene. When the virtual abfeminding volume intersects these rays,
the surfaces that where supposed to receive the light, akertd by the amount the occluded light ray
added to the specific point, thus creating a shadow.

14.2.3 Post processing

When objects have been shaded and shadows have been casttpeopessing step can be added to
further enhance the illusion that a virtual object is plagithin the real scene. Various post-processing
methods have been explored. Anti-aliasing of the virtugéabremoves the jagged and sharp edges
between an object and its surroundings, while motion blurlatas the motion blur effect of the camera.
Video noise can be matched by adding additional noise torttagyé, improving the illusion that the
virtual objects are in fact a part of the real image.

14.2.4 Dynamically changing environment

The lighting conditions in the scene chosen for this projgctamically changes during the course of a
day. During daytime the large windows sections providesrilhation from sunlight, in the dark hours
incandescent lights are the main illumination sourcesariea static environment map will cause the
shaded objects to stand out from the real image, if the stlean@nation has changed significantly from
the time the environment map was created. To handle thistefiee system must be able to adjust the
environment map to match the current scene illuminationthiglis to assimilate these dynamic changes
have been explored, and there are several solutions. Ampnaliy solution of adjusting the brightness
of the virtual objects by the difference between the offlieeerded environment map and the online
recordable environment have been suggested.

14.3 Results

The irradiance Volume creates samples throughout the suegmented by the system, and uses the
calculated samples to correctly shade the virtual objdetsdre augmented into the real scene. The
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Irradiance Volume bases its resulting shading of objectaroanvironment map recorded of the envi-
ronment. If the environment changes, the irradiance usetdde the objects does not.

The shading of the objects is updated depending on where iscine they are placed, and if an object
moves behind a real object present in the virtual model ofktiene, the object will appear as if it is
placed behind the real object.

The shadows generated by the radiosity part of the systeoyriently not able to project an exact
shadow, but adds a sense of placement to the objects, andoeshtie merging of the real and virtual
part of the image.

The system is not in any way locked to one scene or one camacament, but can be used in other
environments than the lobby scene it has been developed for.

The resulting shading of the system is comparable to thagddlzal illumination rendering performed
by a commercial light tracer program.

The creation of the Irradiance Volume is fast in the systdm, test has measured the initialisation
time to be 2 seconds. The shading of objects in the systenrfisrpeed by lookups in the Irradiance
Volume, and observations while performing lookups showastie frame rate is partially dependant on
the lookups in the volume.

The shadows generated in the system are based on radidsityatians that are performed in the ini-
tialisation phase of the system. The initialisation is nueeg to take 34 seconds with 3250 patches.
The online part tests 160000 rays for intersection on theadbjper frame, which in the current imple-
mentation has a poor performance, below 1 frame per secdrat) an object is in motion.

14.4 Future possibilities

This section will explore some of the interesting future gibiities of improvement in the existing
system. The following sections describe both performanmdearcing improvements and some new
functionalities for the system.

14.4.1 Tracking and frame grabbing

The magnetic tracker used in this project is limited by botlova resolution and a limited range of
operation. Some interesting improvements to the systeladas more accurate tracking and a tracker
with a larger range of operation. A more accurate trackerreiluce the jitter augmented objects are
prone to, resulting in a more realistic appearance. Usimgckér with an extended range of operation,
taking into account not only the orientation of the cameta aiso the position could enable the viewer
to move the camera around augmented objects. This has notabesbjective in the current project,
but could provide the system with more flexibility.

14.4.2 Environment maps

The limited dynamic range of an environment map created tardsrd image format is problematic
when shading objects. To correctly reflect the dynamic rangeal scene illumination it is necessary
to create the environment map using High Dynamic Range Im@dBRI). This entails grabbing two
or more images in the same direction at different exposuaregj combining these to a HDR image. It
is expected that HDR images will greatly improve the realidrthe shading.
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14.4.3 lllumination and shadow casting

When generating an irradiance volume the resolution of §amdirections is a tradeoff between ren-
dering speed and details captured into the irradianceititin functions. A low resolution of sam-
pling directions often causes light sources with a smallager area to be completely missed by the
sampler, even though they may represent a powerful lightceourl his problem may be remedied by
super-sampling during the building of the irradiance vadurBuper-sampling increases the possibility
that any given light source is captured, by increasing tmepsa directions during sampling. When
sampling is finished, the super-sampled data is down-sahtpla lower resolution. This maintains all
the super-sampled data in a lower resolution.

The performance of the current radiosity implementation lsa increased by partitioning the entire
scene into a series of bounding boxes. Currently intexsetgisting is performed in the entire scene on
a per-frame basis. This reduces performance considefbilging a hierarchy of bounding boxes with
known ray intersections, can reduce the number of intdsebtests considerably, thereby increasing
performance.

Another limitation in the radiosity implementation is inetlobject types that can generate shadows.
Currently the system is only able to generate shadows frarareg. The reason for this is to minimise
the complexity of the intersection tests. To enable moreir@ate shadowing, a low polygon version
of the object to be shaded could be used. This low polygoncobgn either be created manually or
a polygon reduction algorithm could be implemented as toraatically generate the shadow casting
object.
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Euler Transform

APPENDIX A

The Euler transform is the multiplication of three rotatioatrices, denoted, given by Equation A.1.

A =BCD

WhereA is written as
ail ai2 ai3

A= | axn a2 as

az1 as2 as3

(A1)

(A.2)

The three rotational matrices are given by Equations A.3, And A.5. B, C, and D represent the

rotations in figure 6.1 a, b, and c.

cos(v)  sin())
B=| —sin(y) cos(y)

0 0

1 0 0
C=1|0 cos(f) sin(0)
0 —sin(f) cos(9)

cos(d)  sin(9)
D= | —sin(¢) cos(¢)

0 0

(A.3)

(A.4)

(A.5)
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APPENDIX B

Lambertian Shading

Source: [Slater et al., 2001]
This appendix contains a description of the Lambert motlat,describes how light affects 3D surfaces.

In computer graphics the ideal shading of surfaces is bisuii a global illumination model, to cal-
culate all lighting in a scene. Global illumination caldels influences from all light sources in all
directions at all points of a 3D scene.

Local illumination: Lambert’s Reflection Model

A way to simplify illumination calculations is by only caltating the most significant influencing lights,
as the peripheral lights has little effect on the illumipati This is called local illumination.

The Lambert Reflection Model is based on local illuminatidihe model has no base in reality, but is
merely a simple way to obtain shading of 3D objects.

The shading of each 3D surface, may be divided into thregyodtss. Diffuse reflection, which is the
direct illumination of a surface, which makes the surfacgble and specular reflection which controls
how the surface shines on surfaces with direct light, seedgyB.1a and B.1b. Ambient reflection
controls the illumination of surfaces not affected by light

(@) (b)

Figure B.1: (a)Diffuse reflection is the direct illuminatioof a surface, which makes the surface visible. (b)
Specular reflection controls how the surface shines on sadgavith direct light.

To calculate the total light reflection in a scene the thrélecgons must be calculated for each point.
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APPENDIX B. LAMBERTIAN SHADING

Diffuse reflection

Diffuse reflection may be calculated with the following etioa. The factors are illustrated in fig-
ure B.2:

Figure B.2: The diffuse reflection of the Lambert Reflectiau®.

Ir,d = kd . Ii -cos D (B.l)

where:

I, 4: The resulting intensity value for each edge voxel.

k4. Diffuse reflection coefficient. One for each colour channel

I;: Intensity of the incoming light.

D: The angle between the normal vector and the incoming lightor.
7i: The normal vector to the surface.

L;: The vector for the incoming light.

V': The viewing vector.

The diffuse calculations are performed for each colour nbhdenoted by:,;. The calculations are
performed with normalised values, ranging between 0 and ith Mérmalised vectors;os D may be
calculated with the following equation:

!

cosD=1-

&

(B.2)

Specular reflection

Specular reflection may be calculated with the followingatn. The factors are illustrated in fig-
ure B.3:

Figure B.3: The specular reflection of the Lambert Refledtimuel.
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I s =ks-Ii-(cosS)™ (B.3)

with:

ks: Specular reflection coefficient.

I;: Intensity of the incoming light.

S: The angle between the perfect reflection angle and theéngeawngle.

m: Shininess-factor. Ranging from 1 and to values above.higteer the value, the more concentrated
the specular reflection will be.

L;: The angle for the incoming light.

H:The angle between the viewing angle and the incoming ligbtea

R: The perfect light reflection angle.

These are the same calculations for each colour channels.
Thecos S may be replaced by:

cosS=VeR—=reH
Where

— —

H=V+L;
By applying the latter replacement the calculations mayitmplified, as all factorss, V and L; are
known.
Ambient reflection

The ambient reflection is the simplest of the three, as it doescorporate angle calculations. Ambient
is the light that affects all points.

The ambient reflectiod, may be calculated with:

Lo =Fkq 1y (B.4)

where:
k.. Ambient reflection coefficient
I,: Ambient light intensity

B.0.4 Total reflection

All factors adds to the total reflection like:

I, = Ir,a + Ir,d + Ir,s (BS)
If there are several light sources within the scene, thelhaile to be calculated one at a time, and the

partial results summed at the end. Light sources has na effiethie ambient reflection, hence this can
be omitted of the illumination calculations.
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APPENDIX B. LAMBERTIAN SHADING

N N
I = ko + Z (kg-Lij- (e Lij))+ Z o (V4 Li;))™ (B.6)

This can be reduced to:

N
+ 3 (i (ka- (7o Lij) + ks (i e (V+ Lij))™) (B.7)
j=1

The summations ranges from 1 to N, with N denoting the numbkglat sources.
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ApPENDIX C

Intersection testing

Source: [Akenine-Mdller and Haines, 2002]

When dealing with computer graphics, a basic technique stena intersection testing. User-controlled
picking, ray-tracing and shadow casting are but a few of fgieations where intersection testing
may be necessary. This section examines various methodddasection testing in three dimensions.
Throughout the various tests described in this sectiorettdt be a numerical imprecision, which is
why a very small number will be used in the different testsisTtumber is denoted, and it’'s value
varies from test to test.

Bounding Volume

When a scene full of objects needs to be tested for intessedtiwill be very costly test for all faces on

all objects for each ray sent into the scene. To this end adiogrvolume can be applied to minimize
intersection costs. The ray will then test the scene forseigtion with the bounding volume, and the
objects will only be tested if their bounding volume is imstected. The chance an arbitrary ray will
hit an object is proportional to that object’s surface aléthis area is minimized, the efficiency of an
intersection algorithm is increased.

Sphere Bounding Volume

The simplest form of bounding volume, is to use a sphere bhiagneblume(SBV). To create a SBV
the center of the object is found and the point in the objethést away from the center is used as the
radius for the SBV, which is on the usual Sphere formulae:

r? = (z —20)” + (y — y0)> + (2 — 20)* (C.1)

Axis Aligned Bounding Box

Another simple type of bounding volume to create is an Axig@éd Bounding Box(AABB). To form
an AABB, the minimum and maximum extents of the set of polymalong each axis is taken, and used
as the bounds for the AABB.

Ray/sphere Intersection

To test for an intersection between a ray and a sphere, bettsrie be presented parametrically. The
sphere is represented by equation C.2, and the line by equatB:

fo)=Ip—¢l[-r=0 (C.2)
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With p being any point on the spheres surfac#he center point and r the radius.

F(t) = po +1t-d (C.3)

Wherepy is the lines starting point and the direction vector. To solve the intersection problens¢he
equations are combined, wherg) replace:

fE@) = [[F(t) —¢€[[-r=0 (C.4)

This may be rewritten to:
t?+2t(d - (Po — €)) + (Po — &)> — > =0 (C.5)

This is a second order equation, and may be solved with:

24 2b4+c=0—-t=-b+t\b2—c (C.6)

Whereb = d - (B — &) andc = (pg — €)% — 72
The test is: Ifb?> — ¢ < 0 then the ray misses the sphere, and test is rejected, aherfadlculations
not needed.

solve the rest of equation C.6, and the smallest solutigngthe first intersection. An example is seen
in figure C.1.

12=1 0 <r?

Figure C.1: Notation of the optimized ray/sphere intergatt Left figure: ray intersects sphere in two points
with the distance i$ = s + ¢ along the ray. Middle case is a rejection made when sphereligniol ray origin.
Right case: Origin is inside sphere, ray always hits the sphe

The pseudocode for an optimized ray/sphere intersectgiriste

Ray/box Intersection

To intersect-test an AABB Woo’s method can be applied. Tleaid that given a ray and an AABB,
denotedB, the three candidate planes out of the six composing the AABBt be identified. For each
pair of parallel planes, the one backfacing the ray may beatechfrom the further calculations. when
the three planes are identified, the intersection distarteedues, between the ray and the planes are
found. The largest of these calculated distances is a pedstbwhich can be seen in figure C.2. The
distance is tested if it lies on the border of the box, if aifiound the actual hit-point is calculated.
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Pseudo code C.The intersection test between a ray and a triangle
RaySpherelntersectfy, d, &, 7) :
Returns(REJECT/INTERSECT)

1= ¢~ po
s=1.
2=1.
L if(s < 0 andl? > r?) return REJECT);
m? =1?—s?
L if(m? > r?) return REJECT);
. else returnANTERSECT)Il

— 21

NoakRr®wwkE

o~

(0]

Figure C.2: Woo’s method for calculating intersection beén a ray and an AABB. The candidate planes are
the front-facing marked with bold line, intersects the raiyd the intersect points are marked. The point farthest
away from the origin, or the point with the biggest scalar ba tirection vector is a possible intersection
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Ray/triangle Intersection

One of the most applicable intersection tests is the raptifie, as all geometric objects consists of
triangles. There exists many different ray/triangle iséetion tests. The one described here reduces
the calculations to 2D by transforming the triangle and rdag a system where the axis are aligned to
the orientation of the triangle and the ray using Barycerddordinates.

With the corners of a given triangle defined ¥y, vi andva, a pointt(u,v) on the triangle is given
by the formula:

t(u,v) = (1 —u —v)vp + uvy + vva (C.7)

(u,v) are the barycentric coordinates, which must fulfill the rulee 0, v > 0 andu +v < 1. (u,v)
can be used for texture mapping, normal interpolation, rdoli@rpolation etc.u andv represents the
amount by which to weight each vertex’s contribution to aipatar location, wherev = (1 — u — v)
is the third weight. To calculate the intersection betwéwnrayr(¢), and the triangle(u, v), the two
are set to equal each othé(t) = t(u, v), which is:

po+t-d=(1—u—v)vp+uvy +vvy (C.8)

This term is rearranged to:

(—d \71—\70 \72—\70) u :150—\70 (Cg)

To find the barycentric coordinatés, v) and the distance from the ray origin to intersection point
equation C.8 is solved. This solution may be viewed geocwddlyi as translating the triangle to the
origin, and transforming it to a unit triangle i and z with the ray direction aligned with x. An

example of this is seen in figure C.3.

[o]

i 0-V,
A \A A M6 -V,)
\72
v, - \70
Trandlation M -1
\71

%Y v, -,

1 0

\70

\J
\J
Y

Figure C.3: Translation and change of base of the ray origin
M= (—-d vi—Vp Va—Vp)isthe matrixinequation C.8, and the solution is found bytiplyiing

136



the equation witiVI—1. Utilizing Cramer’s rule, the following solution is obtaid:

t det(8, €1,€2)
1 -
=—— | det(—d,5,6) (C.10)
det(—d,el,eg) ~
v det(—d, é1,8)

Whereé; = vi — vp, €3 = Vo — Vg ands = Po — Vo.

Linear algebra yields thatet(3,b,é) =& b & = —(ax&)-b= —(¢ x b)- &, and from this the
solution may be rewritten as:

t (§ X e~1) .

O

€2 . 2

uw |=—=———| (dxé) 5 |=——| p-5 (C.11)
(d X e~2) . e~1 ~ ~ ~ p-e .~
v (§xé€1)-d q-d

With p = d x é; and@ = § x €7, which are factors used to speed up the calculations.
The pseudo-code for such an operation would be:

Pseudo code C.Zhe intersection test between a ray and a triangle
RayTrilntersect(po, d, Vo, v1, va) : Returns(REJECT/INTERSECT, u,v,t)

. e~1 = Vi1 —Vo

e~2 = \72 — \70

f) = a X €9

a=¢€1-p

if(a > —eanda < ¢) return REJECT,0,0,0);
F=1

S=Po — Vo

‘u=f(5 D)

:if(u < 0.00ru > 1.0) return REJECT,0,0,0);
10: g =8 x €1

11:v = f(d- q)

12: if(v < 0.0 oru + v > 1.0) return REJECT, 0,0, 0);
13:t = f(&2 - §)

14: return (NTERSECT, u,v,t)

WOoNOOTRONE
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IrradianceVolume

+gridVec : GRID[]
+cellVec : CELL[]
+sampVec : SAMPLE[]

+IrradianceVolume()

+~IrradianceVolume()

+initializeLUT(in spheremapDimensions_ : int)

+load3dsfiles(in scene : SceneModel*, in bounding : SceneModel*, in objectBounds : SceneModel*) : bool
+loadEnvMap(in filename : char*) : bool

+generatelrradianceVolume(in subGridLevel : int, in sphereMapCenter : Vector3f&) : bool

+getSample(in position : Vector3f*, in sample : Vector3f*) : int

OGLVideoMapper

L

+OGLVideoMapper(in plplimageSrc_ : Iplimage*) 1
+initDisplayQuad(in texID : GLuint)

+drawTexQuad(in texID : GLuint, in cam : OGLCamera*)
-bgr2rgb(inout buffer : void*, in width : int, in height : int) Radiosity

-hiResVec : Patches|[]

-loResVec : Patches|]

+Radiosity()

+~Radiosity()

+loadEnvMap(in filename : char*)

+load3dsFiles(in scene : SceneModel*, in emits_ : SceneModel*, in receives_ : SceneModel*)
+OGLCamera(in bUndistort : bool) +findVects(in loRes : int, in hiRes : int, in center : Vector3f&, in radius : float*)
+~OGLCamera() l

+undistort()

OGLCamera

1
+initCapture(in bFlipHorizontally : bool)
+getFrame()
+updateCameraOrientation(in target : Vector3f&, in up : Vector3f&) . *
1
SceneModel
1 —
+SceneModel(in filename : char*)
AAUVideoCapture +draw(in type : GLuint, in texID : GLuint)
1
1
3ds
Isotrak «utility»
+data : ISOSTATION[] Vector3f
+Isotrak() +x : double
+~Isotrak() +y : double
+openTracker(in port : char*) +2 : double
+closeTracker() +Vector3f()
+initTracker(in baudrate : DWORD) +~Vector3f()
+getSingleRecord()
-read(in buffer : char, in bytesToRead : DWORD, out bytesRead : DWORD*)
-write(in buffer : char*, in bytesToWrite : DWORD)
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