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ABSTRACT:

The purpose of this project is to implement
a real-time Augmented Reality (AR) sys-
tem and to explore how dynamical light
changes in an outdoor environment can
handled within the system.

Relevant factors, including state of the
art within the fields of inverse rendef-
ing, image re-lighting, light source esj-
mation, and image based illumination gre
explored. A method using existing in-
verse rendering techniques is used to
quire diffuse surface reflectances in an
fline procedure. The reflectances are used
in an online procedure to estimate the illu-
mination parameters of an outdoor scene.
Using the surface reflectances and the
timated light parameters a re-lighted envi-
ronment map is created on-the-fly to shade
objects using the Irradiance Volume.
An AR framework has been developed.
The framework is able to update an enyi
ronment map, based on automatically es-
timated light parameters from partial low
dynamic range image data. The re-lighted
environment map is used to shade and the
estimated light parameters to shadow arbi-
trary virtual objects.
The work presented provides an elegant
method for estimating dynamically chang-
ing illumination parameters, without the
need for calibration objects in the scene.
It produces convincing results in handling
dynamic illumination changes in an out-
door environment.







Synopsis

Formalet med dette projekt er at implementere et realtidgndented Reality (AR) system
og undersgge hvordan dynamiske lysaendringer i et udendbeskan handteres i et saddan
system.

Relevante faktorer, inklusive state of the art indenfotefietom invers rendering, billed gen-
lysning, lys kilde estimering og billed baseret belysnindforskes. Eksisterende invers ren-
derings teknikker anvendes for at opna diffuse overfladekethser for omgivelserne i en

offline procedure. Disse informationer anvendes i en onfirecedure, der kan estimere
belysningsparametrene for en udendgrs-scene. Ved atdmdenestimerede lys parametre
kan et environment map gen-lyses pa frame-basis, og ansd¢ihdebelyse objekter ved brug

af et Irradiance Volume.

Et AR framework er blevet udviklet. Frameworket kan opdatetrenvironment map, baseret
pa automatisk estimerede lys parametre fra partiel Low Byoad&ange billed data. Det gen-
lyste environment map anvendes sammen med de estimeregdarbsetre til at belyse og

skyggelaegge et arbitraert virtuelt object.

Det praesenterede arbejde leverer en elegant metode tilees dynamisk sendrende belysnings
parametre, uden at der er brug for kalibreringsobjektezmsen. Der produceres overbevisende
resultater i handteringen af dynamiske lysaendringer i enddrs miljg.






Preface

This report is the master thesis of group 1025, 10th semgsgéeralisation in Computer Vision
and Graphics (CVG) 2005, Laboratory of Computer Vision anedi Technology, Aalborg
University.

The target audiences for this report are people with an sitaleling of Computer Vision and
Graphics, or people with knowledge or an interest in the tiélaght-estimation and real-time,
image based, illumination and shadowing in Augmented Reali

The report is comprised of four parts: Introduction, MethoResults and Discussion, and
Appendix. The appendix is placed last in the report.

Source references are on the Harvard-form, an examplesoktHiSherman and Craig, 2003].
Chapters and sections starting with a source references&llan this source.

The group would like to thank Morten Friesgaaard Christarfee providing data for the
masonry reflectance test.

Attached is a CD-ROM on which the following can be found:

* Report
* Source hinaries

* Video material

Aalborg University, Denmark. June 2nd 2005.

Mikkel Sandberg Andersen Tommy Jensen
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CHAPTER 1
Introduction

1.1 A short history of computer graphics

Computer graphics has seen an impressive developmennulithilast few decades. The in-
troduction of the personal computer has revolutionisedsag computer graphics is thought
of. Initially driven by an academic interest, real-worldaghical applications, such as com-
puter games, became wide spread during the late eightiesaalydnineties. The ground was
set, when the first dedicated graphics accelerator chipntiasiuced in the mid nineties, pro-
viding extra processing power to create impressive graphite Graphics Processing Unit
(GPU), a term coined by NVIDIA Corporation by analogy to thelT, introduced a separate
programming capability which initially was ably to carrytasimple tasks, but has evolved
significantly and still is evolving in the direction of a highlevel of programmability.

The development of computer graphics has had two separatetidns for some time. One
direction working with - low resolution - real-time 3D anited graphics used in virtual reality
applications, and one working with high quality photomeimagery e.g. as used by the film
industry. Evidently, high quality is also desirable in riate 3D animations but until recently
both CPU and graphics hardware has not been able to prowiitgesut computational power

for the exhaustive complex computations needed. Althougtstill not possible to implement

some of the very high quality methods in Computer Generatexyery (CGl), it is feasible

that it is only a question few years before the two directianisconverge.

1.2 Virtual or Augmented reality?

The term Virtual reality (VR), introduced by Jaron Lanierlif89, describes an environment
that is simulated by a computer. VR can be displayed in sevags. Projecting the 3D
world onto a regular 2D screen or by providing a 3D view witther the use of stereoscopic
goggles, so-called head mounted displays (HMD’s) or pagattive stereo imaging (e.g. like
the VR Media Lab 6-sided CAVE). VR usually provides some degof manipulating the
virtual world, either by the use of a standard keyboard orenamlvanced sensory devices such
as a 3D mouse (e.g Wanda) or vision based gesture recognition

Augmented Reality (AR) was introduced by [Wellner, 19931893 as the opposite of virtual
reality. Instead of immersing the user into a purely synthebrld, the purpose of AR is
to augment the real world with some sort of additional infatimn, such as virtual objects.
Milgram’s Taxonomy for mixed reality [Milgram and Kishin@994] defines the following
three axes.

13



CHAPTER 1. INTRODUCTION

» Extend of world knowledge (Tracking)
» Extend of presence (level of immersion)

» Reproduction Fidelity (Computer Graphics)

To visualise the relationship of AR and VR, [Milgram and Kist, 1994] presents the rela-
tionship shown in Fig. 1.1.
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Figure 1.1: The relationship between the real world and thaual world, as presented by
[Milgram and Kishino, 1994].

The real-time branch of AR can, as well as VR, allow for matagian of the virtual objects.
AR finds application in many areas including non-real-tirmedered movies and augmented
still photos. In Figure 1.2 and Figure 1.3 examples of nohtigge and real-time respectively
Augmented Reality.

Figure 1.2: An example of non-real-time augmented realggdiin the film adaptation of J.R.R.
Tolkien’s Lord of The Rings. (Image by New Line Cinema)

An additional element of AR, with respect to VR, is how to ilwthe real world. This can be
done by the use of a Head Mounted Display with the ability wgut an image into the visual
path leading to the viewers eye. Another approach is to dettw real world with a camera,
adding the augmentation and displaying this on a 2D screlea fact that AR seeks to merge
the virtual objects with the real world, requires much aitanin the area of simulating real
world features like light and shadows, as to enable thealidbjects to seamlessly blend into
the real world.

14



1.3. APPLICATIONS OF AUGMENTED REALITY

Figure 1.3: An example of real-time augmented reality. @may [Gibson et al., 2003])

Much research work in AR has been performed in the last dedaddor some reason the
real-time branch of AR has not reached the same level of poipuhs that of Virtual Reality.
The reason for this can be found in both the tedious prepastnd actual execution of an
AR-system. Usually AR involves costly tracking and disp&guipment and a large amount
of labour in producing the prerequisites such as a 3D modileodugmented area, setting up
the augmented area with controlled lighting, etc. This, aghother factors, is the reason AR
systems have been restricted to limited systems most ofwarg run in research facilities.

1.3 Applications of Augmented Reality

The applications of Augmented Reality extends into mangsre

An area where 3D graphics, and in some cases AR, is alreadiyexsensively, is in archi-
tectural visualisation and urban planning. This providssrs with the possibility of seeing
a given construction in situ. This assists architects abdmuplanners to evaluate the conse-
guences, with respect to e.g. the surroundings, of a givestaaction layout. An illustration
hereof is shown in Fig. 1.4.

An emerging area is the use of AR in entertainment systerestei at information and edu-
cation, areas known as info-tainment and edu-tainmentgimeavhen visiting a historical site
it will be possible to experience a reconstruction of a istd battle first-hand, or see how
ruins looked in their glory days. Consider, for instance aagmented reality system in the
shape of the familiar pay-to-use-binoculars often locaieaktractions. This could bring new
dimensions of interactivity and information to e.g. higtaf sites.

15



CHAPTER 1. INTRODUCTION

Figure 1.4: An example of Augmented reality in urban plagnifimage by [ARTHUR, 2004])

One of the fastest growing industries these days is the ctengaming industry. The industry
has already embraced Virtual Reality, so AR seems to be tkienagural evolutionary step

in computer games when the technique has matured. With ARIesis of interactivity,
feedback, and realism may be reached.

16



CHAPTER 2

Realistic illumination in Augmented
Reality

Augmented Reality (AR) holds several challenges withifigheéof environment based illumi-
nation. This chapter will describe some of the specific athesreport is concerned with.

2.1 Illlumination

Light is the basis of all real world vision, and also in virtweorld vision, that is computer
graphics. Light is a part of the complex area of quantum msyshat, although complex, is
an important area to develop a basic understanding of theiples of light behaviour.

Light is electromagnetic radiation with a wavelength raxggirom ultraviolet at 100 nm up to
infrared at 1 mio. nm. In between lies the spectrum of liglat ik visible to the human eye,
which ranges from about 380-770 nm.

Through time there have been many suggestions as how talwe#oe nature of light. The

modern theory is the wave-particle duality, introduced msEein in the early 1900s, which is
a consequence of quantum mechanics. This theory holdsghaahd matter simultaneously
exhibits properties of waves and patrticles (photons). Tiesans that some effects of light
cam be explained through wave theory, e.g. reflection arichdifon, and other effects, e.g.
absorption, due to its particle nature.

This in consequence means, that what the human eye see sislteofeemitted light particles

(photons) interacting with the surrounding environmemt.géneral, light leaves some light
source, e.g. a lamp or the sun, reflected from many surfandghan finally reflected to our
eyes, or onto the image plane of a camera.

Some of the effects that are caused by interaction betwgbhdnd surfaces are listed here:

* Reflection

Refraction

Diffraction

Dispersion

Polarisation

Coherence

17



CHAPTER 2. REALISTIC ILLUMINATION IN AUGMENTED REALITY

» Scattering

» Shadowing

These are all relevant contributors to the lighting cowodisi of a given scene. They must
therefore be modelled and applied when required. Obviote#yng into account, all aspects

of the physical structure of a scene and the objects witl@rstene, requires both a great deal
of information and also a great deal of computational powgarocess this information.

Within computer graphics, two ways of modelling illumir@tiare often discussed, local and
global illumination.

A simplified model, where the contribution from a light soeiis reflected directly from a
surface is called "local illumination”. So, for a local ithination model, the illumination of a
surface is independent of the illumination of any other acef

A "global illumination model" adds to the local model theHhighat is reflected from other
surfaces to the current surface. A global illumination miadenore comprehensive, more
physically correct, and produces more realistic images.

There are several ways of deducing information of the ligihitonditions in a given loca-
tion. These methods are categorised as light source egtimmaethods. One commonly used
approach to modelling scene illumination is image basddatilig. This requires image data
covering the entire augmented location, viewed from somé&aklocation. The image data is
analysed to determine how to model the real scene illunanatp that it can be recreated and
used when lighting virtual objects. Image based lightingally involves the steps shown in
Figure 2.1.

Light Source Estimation - Modelling real scene »| Rendering of illumination
illumination

Figure 2.1: The process of image based lighting.

2.1.1 Environments

As described earlier, the illumination of any given poinaiBD scene is the result of a multi-
tude of inter-reflections, refractions, etc. with all seda in the scene. The complexity of light
transport varies from scene to scene. Two scenarios arédeoad, an indoor and an outdoor
scenario. The indoor scene is typically far more compler tha outdoor scene. The cause for
this is primarily the large number of significant local illimation sources, these can be both
primary sources like lamps and windows, but also secondaucss like reflective surfaces.
Outdoor scenes in relatively open areas are potentiallyhnhegs complex. In many cases
the reflective properties of surfaces in outdoor scenes earohsidered to be very weakly
specular, potentially diffuse, as will be explained latethis report. The illumination, during
day time at least, most likely consists of one primary soutice sun, and a secondary, the
sky dome and the environment. The position of the sun can &lgtasally determined, with

18



2.2. DYNAMIC CHANGES

the knowledge of the day of year and time. An illustrationtué effects of the two lighting
scenarios is shown in Fig. 2.2.

O

€Y (b)

Figure 2.2: Anillustration of two lighting scenarios. a)daor b) Outdoor

2.1.2 Image Based Lighting (IBL)

To be able to mimic the real world illumination in augmentewisonments it necessary to
record and store the light information of the surroundingimment, in the scene that is to
be augmented. A common method is Image Based Lighting (IBif)giimage data covering
all directions. This enables the computer to compute hofat figteracts with the augmented
objects, but only at the exact time the environment was dawbr There are a number of ap-
proaches to capturing the surrounding environment andyusitor light calculations. One
method of obtaining all direction image data is the so-chlight-probe approach, as intro-
duced by Paul Debevec in [Debevec, 1998]. This involvesitaliiseries of images at different
exposures to create high dynamic range images (HDRI) of l@ynrgflective steel ball. This
yields an image representing the surroundings. This anatladir image based methods will
capture the lighting conditions at a specific time and it willy be a fair representation in the
immediate vicinity, both physically and time wise, of whéne image was formed.

2.2 Dynamic changes

A well known problem when using IBL techniques for lightinigtual objects is that the image
data covering all viewing angles represents the lightingdaons at a specific point of time
during the course of a day. Outdoor image data recorded atl6c&’ in the morning will
not be representative of the lighting conditions at 3 o’klotthe afternoon, due to both the
movement of the earth relative to the sun and potential veegthenomenas such as clouds
blocking the sun. The same applies for indoor image datandmridoor case, changes in light

19



CHAPTER 2. REALISTIC ILLUMINATION IN AUGMENTED REALITY

may be caused by both artificial light being switched on arfidhaft also sunlight through
windows.

2.2.1 Re-lighting images

Handling dynamic light changes with the use of Image Baseghting (IBL) techniques re-
quire some sort of update mechanism, which is able to chdwegéeghting of original captured
image to reflect the current lighting conditions. Genertihge things have to be known of the
image that is to be re-lighted:

» 3D model of scene
» Reflective properties of scene surfaces

* New light parameters

With the knowledge of the three points above, the currett lgan be removed, and a new
light scheme can be applied. For example the effect of thersunng can be modelled.

There are a number of different methods for acquiring theresive knowledge of surface
properties required for re-lighting of an image. One is tggptally measure the surface prop-
erties of all surfaces in the scene, yielding a so-calledrduntional reflectance distribution
function (BRDF) for each surface. That is a practically iregible task of measuring each
surface with a BRDF-measuring device.

Another approach, which is actually feasible, is to appr@ate the BRDF's using image data
covering all viewing angles. The term, inverse renderimglrasses the problem of retrieving
the reflective properties of surfaces in a given scene, basdtie knowledge of a 3D geo-
metric scene model and a light source estimation, baseer&ithone or several images. This
in terms means that the process of inverse rendering, isrdeegs of retrieving the raw sur-
face properties in a scene. The complexity of the inversdeeng problem depends on the
accuracy that is desired. Inverse rendering with a glohahihation (Gl) lighting model is
significantly more complex than with a local lighting mod@lccordingly, high accuracy of
the retrieved surface BRDF’s will also complicate the pesce

2.3 Previous work

This section explores previous work done by the authors isfhoject within the field of
real-time augmented reality. Furthermore some of the agliestate of the art within the fields
of inverse rendering, image re-lighting, light source restion, and image based lighting is
briefly described.

20



2.3. PREVIOUS WORK

2.3.1 Real-time Augmented Reality

Source: [Andersen and Jensen, 2004]
The current project has its starting point in the 9th semgstgect Real-time Augmented
Realityby the authors of this project. This section will offer a ghaescription of the aim and
the results of the 9th semester project.

The goal of the project was to create a real-time AugmentedifResystem. The objective
of the system was to place virtual objects within a real scenabling these to interact with
existing light, shadow, and occlusion. The user would be &binteract with both the viewing
direction and the virtual objects.

In the project, the implementation of a real-time AugmerfReality system, was developed.
The primary focus was on how to move towards photo-realisticlering, enabling seamless
blending of real world and virtual objects, in a real-timstm. Two primary areas received
an in-depth analysis, these were real-time global illutmaand shadow casting of virtual
objects, both image based methods.

The system developed for the project combined informatiotaioed from a standard web-
cam with orientation information from a hardware trackimgtuto enable virtual 3D objects
to be placed into the video image. The tracking data enaléawsfiormation of the virtual
objects with respect to the orientation of the camera. Tlsgesy handled occlusions between
the real world and the virtual objects by the means of a prdetied 3D representation of
the environment the application was augmenting. lllumeratvas done through the use of
Irradiance volume as a global illumination approximatiang a radiosity based solution for
shadow casting.

In Fig. 2.3 some of the results of the project are shown.

Augmentor B
- .

(a) Areal ping pong ball, and a virtual shaded with  (b) The dragon is shaded with a HDRI environ-
a HDRI environment map. ment map.

Figure 2.3: Two images showing some of the results from the@nester projedteal-time Augmented
Reality.

21



CHAPTER 2. REALISTIC ILLUMINATION IN AUGMENTED REALITY

2.3.2 Inverse rendering and re-lighting

Inverse Global lllumination: Recovering Reflectance Model s of Real Scenes
from Photographs

Source: [Yu et al., 1999]

The work presented in the paper encompasses gatheringsrirage an environment, where
3D information of the environment is known. By analysing tiplé images taken in the
environment, where each point is photographed from meligpigles, the surface parameters
of each point in the environment can be estimated. Thatesdiffuse and specular BRDF for
each point is approximated. When extracting the diffusenel@ for each point, all incident
lights are taken into account, which assures that effekésdolour bleed is apparent in the
calculations. The specular part is extracted using loaamination taking only direct light
sources into account.

When the surface parameters are known, a diffuse albedo m#e @nvironment can be
created. This process of extracting the various paramegéng image data is called Inverse
Global lllumination.

Recovering Photometric Properties Of Architectural Scene s From Photographs

Source: [Yu and Malik, 1998]

This paper describes an approach to generate computereednaleoto-realistic architectural
scenes under novel lighting conditions, such as diffeierds of day. The method uses a small
set of images of the real scene, to achieve this. When detargiihe existing lighting condi-
tions, the lighting model takes into account three main comepts, the radiance distribution
from the two main sources, the sky and the sun, and also sagoildiminations from the
surrounding landscape, i.e. the environment.

During modelling of illumination, a CIE all-weather sky limance model is computed through
interpolation of sky photographs taken a different timegdayf. Given knowledge of local time,

the solar position is found from the latitude/longitudeifios on earth, and the day number of
the year. Finally the landscape is modelled through a loeuéi®n sphere environment map.

The method is able to produce relighted images, very sirtol#re real scenarios.

2.3.3 Light source estimation and image based lighting
Rendering synthetic objects into real scenes

Source: [Debevec, 1998]

This paper presents a method for using measured scenecgadiad global illumination to add
virtual objects to a scene with correct lighting. The metheds a high dynamic range image
(HDRI) based model of the scene. The HDRI scene model is tagphthrough photographing
multiple exposures of a highly reflective metal sphere ledatt the same place as the virtual
objects are to be placed. These low dynamic range expos@assembled into a HDR image.

22



2.4. SUMMARY

The method assumes that the image based scene model ig,cissumed to be unaffected
by the virtual objects. A regular image is photographed,@nmtitutes the local scene, which
can interact with the virtual objects. An estimated refmttnodel is computed for the local
scene, so that is can catch shadows and receive reflectéttdighthe new objects. Rendering
is performed offline by a standard global illumination metho

lllumination Distribution from Shadows

Source: [Sato et al., 1999]

This paper presents a method for recovering illuminatiomfthe knowledge and shape of
a real object. The method proposed, estimates illuminatistnibution of a real scene from
image brightness observed on a real surface, with knowrctaflee parameters, in that scene.
Specifically the illumination distribution is recoveredin the radiance distribution inside
shadows cast by an object with known geometry on to anothjecbalso with known geom-
etry and reflectance. The method is able to reliably estimiatemplex illumination environ-
ments by using the occlusion information of incoming light.

Rapid shadow generation in real-world lighting environmen ts

Source: [Gibson et al., 2003]

This paper focuses on an algorithm for shadow generatioriertctive frame rates well suited
for Augmented Reality systems. The algorithm proposed asesumer-level graphics hard-
ware to render shadows cast by synthetic objects and a gbdilnig environment. A hierar-
chical shaft-based subdivision of line-space encodingoef &éach point is affected by light is
described. This subdivision is then in turn used to detedthviight sources are occluded by
a synthetic object, removing the contribution from thesagrees. The results presented con-
verges towards renderings that are subjectively simildéhdse obtained by using ray-tracing
based differential rendering algorithms.

2.4 Summary

A major issue in all real-time AR systems, using image baBedhination methods is how
to maintain updated image data for the shading process. iF hige for both very complex
indoor scenarios, and also for simpler outdoor scenarios.

As can be seen from the papers described, a great deal of vasrbéden done within the
field of recovering surface parameters and relighting argamaased on this. Examples of
work within this field are bothnverse Global IlluminatiorfYu et al., 1999] andRecovering
photometric properties of architectural scenes from pgoaphs[Yu and Malik, 1998]. The
field of light source estimation is also a well covered arath most methods requiring some
sort of calibration objects present in the scene. An exampéeich a method is described in
lllumination Distribution from Shadow[Sato et al., 1999]. Furthermore, the area of real-time
image based illumination has also received a great deataitain within the last decade or
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CHAPTER 2. REALISTIC ILLUMINATION IN AUGMENTED REALITY

S0, e.g. inRendering synthetic objects into real scgbebevec, 1998] and more recently in
Rapid Shadow Generation in Real-World Lighting Environta@@ibson et al., 2003].

What we propose to do is to develop a method to keep data fromitzal image data ac-
quisition up-to-date with current illumination informati. This will enable an AR system to
shade virtual objects under changing illumination cowodi$, based only on an initial image
acquisition. This will involve using techniques within tfields of inverse rendering, light
estimation and re-lighting. Furthermore accelerated @dleeing techniques as well as shad-
owing are involved. An essential prerequisite for the syste work is, that the environment
is an outdoor environment, where the illumination modelloampproximated to one primary
light source, the Sun, and an ambient term, which will déscreflections from the sky-dome,
and landscape.
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CHAPTER 3
Defining the project

This chapter aims to explain to the reader, the hypothesihisfproject. Furthermore the
technology, including both hardware and software deswi and a general overview of the
system are presented.

3.1 The Aim of the Project

The goal of this project is to implement a real-time Augmdneality (AR) system. The
objective of the system will be to place virtual objects irealrscene, enabling these to interact
with existing light, shadow, and occlusion. The user willd#e to interact with both the
viewing direction and the virtual objects.

Amongst the several problem areas within the developmeatretl-time AR system, select

areas will receive in-depth attention in this project, thaseas are concentrated in the field
of creating convincing, real-time, illumination in envimments with dynamically changing

illumination conditions. This area has been chosen, asahignportant part of seamlessly

blending virtual objects with the real world.

A phenomenon within real-time illumination that currentdceives much attention in research,
is Global lllumination (GI) which is a general term for metisathat approximates real world

illumination. Real world illumination is not a trivial taskComplex interaction between not
only direct but also reflected light and light scattered wmittmaterials requires both complex
mathematical models of the world and processing of a largeuainof data for each picture

rendered.

To make real-time Gl feasible, an approximation to the ddigfating conditions in the scene is
required. Usually this can be accomplished by analysinghargenic (360 x 180) stillimage
representing the entire surrounding environment, a dea€ahvironment map. The drawback
of using this method in an environment with dynamic lighted@s is that it represents the
illumination at a given time. This project will present a mmed for dynamically updating an
environment map, so as to be able to update the approximatibie lighting conditions.

The problem of handling dynamical light changes is dividad two major tasks. One will
be maintaining the environment illumination informatiar the chosen light model. When
an AR system is run in an arbitrary outdoor environment it niesable to respond to lighting
changes during the course of a day. Thus there is a need fartancemous method that is
able to analyse images showing only parts of the entire s@amtderive the necessary light
information for the scene from this partial scene data. Ttheramajor task will be rendering
of the virtual objects, including shading and shadowingadshg will be done through an
Image Based Approach, based on the generated environmest i8aadowing, which is an
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important factor in computer graphics, as they provide tiegver with all important visual
cues of object placements, will be done through the shaddwnatechnique.

In specific this project will explore whether a method for apdg an spherical environment
map real-time with the use of partial image information vaé possible. This will make
it possible to mimic dynamical light changes in an outdo@ng; in an augmented reality
system using image based lighting (IBL).

The effort in this project will be in investigating the exigy state of the art within the areas
described in this section, and how to combine these to aghaefunctioning system. The
focus of this project will be on evaluating how these methedsk in a collaborative system.
Furthermore it will investigate how to implement an AR syst&at will function in a non-
controlled outdoor environment with respect to dynamjcalianging light conditions.

3.2 Technology

The emphasis of this system is, as described earlier, oneimgiting a real-time system.
Keeping the real-time demands in mind, when choosing bo#rating system, algorithms
and code language is essential.

Real-time demands limits both the types of algorithms thatlwe used and the complexity of
the scene we are able to augment. Some algorithms are toaitatiopally heavy to be used
in an online system, and are best fitted for offline renderamgefg. movie effects.

The movie special effects industry adopted the concept giented Reality relatively quickly.
while the augmentations in movies often look very conviggithese results are not easily
achieved. They are based on 3D models with very high levektdilj and often tracking and

occlusions (match moving), are done manually frame by fragnaccomplished profession-
als. The same is true for adjustment of the virtual lightiogrtatch the real lighting. These
techniques are not applicable for a real-time system.

The augmented reality system in this project seeks to find#tence between advanced re-
lighting and illumination algorithms and a reasonable feanate. The primary way of achiev-
ing this will be through extensive use of pre-calculatechdahere possible. This means that
the system will be comprised of an offline and an online part.

The offline part contains tasks performed outside the sysiém initial maps, including the
albedo map, the diffuse surface mask, the weighted ambiapt and the normal map will
be manually created with the use of a 3D modelling an rendesuite with a built-in Gl
(Global lllumination) renderer. These maps are describddrither detail in chapter 6. The
pre-computation of object shading will be carried out in $lgstem.

The online part consists of two main tasks. The first task ésdiinamic light estimation
process, which monitors real scene illumination. It recatap the environment map and
shading data, if the current conditions differs, to a cartegree, from the last computation.
The other task handles the rendering of scene graphicseghith the help of data computed
by the first task.
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3.2. TECHNOLOGY

Since the main idea of the project is to implement a systeatythl function outside a research
lab it has been decided that the target platform is standamduwmer class workstations. the
system is implemented in the object oriented programminguage C++ using the MFC
(Microsoft Foundation Classes) library for the graphicaht-end, and will run on Microsoft
Windows platform (Windows 2000 or XP). MATLAB will be usedrfoamera calibration and
3D Studio MAX™for creating offline data used in the online process.

3.2.1 Hardware

The initial environment acquisition is performed througl imethod described in [Debevec, 1998].
A high resolution digital Single Lens Reflex (SLR) camerak@ti D70) with a fixed 100 mm
lens is used.

The video feed used in this augmentation process is captaredgh the use of a Canon
A80 digital camera. This camera can be remotely triggered, ia suited for creating im-
age sequences captured with a given time interval. Imagesaptured in 1024x768 pixel
resolution, and down-sampled to a VGA sized (640x480) mseguence.

For this system it is necessary to continuously determie@lisolute orientation of the camera,
as to match both the augmented objects and the 3D scene taihearld. Ideally this would
be done using a precise hardware tracking unit. For thiseeptafj has been decided to use
fixed camera positions and angles, for proof of concept, vimakes a hardware tracking unit
superfluous.

3.2.2 Graphics API

When choosing a graphics API, there are two major directiBay-tracer based or rasteriza-
tion based. All major API's these days are based on rastenzeendering, hence only API’s
based on this technique will be considered.

Currently two major graphics API's exists: the Open GrapHtitrary (OpenGL) and Mi-

crosoft Direct3D. Direct3D is an integrated part of the Ride API, proprietary property of

Microsoft, for use on windows machines only. OpenGL wasioally developed in 1992 by
Silicon Graphics, as a descendant of an API known as Iris @UfdIX. It was created as an
open standard, and is available on many different platfpintduding windows and Linux.

With the release of DirectX8 came the concept of vertex amxelprograms (or shaders),
which enables the programmer to replace certain parts aketigering pipeline with custom
code. OpenGL also implements vertex and pixel programsigirextensions.

Summarising, there is no difference in what can be achievédtive two API’'s. Direct3D
has a homogeneous hardware independent extension ieterfade OpenGL does not. This
means that depending on which extensions are used in Opesf@lase will become more or
less hardware dependent. For this project OpenGL has besesince the authors have the
most experience with this API.
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3.3 System Description

The system designed for this project will consist of two maants. An offline part, in which

the prerequisite data is created, and an online part wheradiual illumination updating and
the rendering is carried out. In the following section, anpipal outline of the system will be
given, and then a rendering pipeline design proposal iepted.

3.3.1 Principle

The offline part in the method applied in this project, cotsses several tasks. The first task
is to acquire an environment map of the location that is todggreented. This will usually be
done through photographing a highly reflective metal sph&hech, after some processing,
produces &60° x 180° image. Second task will be building an exact sized 3D modéhef
location, where at least all major surfaces are represerdaded on the 3D model and the
Sun’s position and radiant power, an irradiance map, which map describing how light is
distributed in a scene, can be made in any standard rendetkgge, preferably one with Gl
capabilities.

From this initial data acquisition phase, an albedo map;rdeeg the diffuse surface proper-
ties of the entire location, can be created by dividing tharenment map by the irradiance
map.

When the initial data acquisition and preparation is con@glgthe online part of the system can
be used. The online part is where the actual light estimaéind updating of the environment
map for illuminating virtual objects is carried out.

Basically a video feed, representing a small section of th@@nment is examined for illumi-

nation values, with the use of the albedo map. From this exation the illumination of the

location is estimated. The estimation is used to re-lightahtire environment map, which in
turn is used for shading the objects in the scene with an irbaged lighting technique.

3.3.2 Rendering Pipeline

In Figures 3.1 and 3.2, a sequential view of the processittggisystem are shown. The offline
part is carried out with the use of readily available sofeydike HDR-Shop for assembling
HDRI environment maps, and 3D Studio MAX for the initial Gtadiance map rendering.
Figure 3.2 shows a sequential view of the tasks performed-lne part the system.
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Environment Map
3D Scene
Sun position
Y Y
Manual Masking Gl Rendering Inverse Rendering
Diffuse Surface Weighted Ambient Albedo Map
Map Map

Figure 3.1: The offline process in the system. Tasks are rdavikh heavy border boxes.

Environment map

update loop Data Main rendering loop
Es.tlma'te scene < Video Data > Draw video image
illumination to screen
. 3D Scene
_Re-light < Sun position > Translate objects
environment map - "
Object position
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Draw occlusions to
3D Scene - buffer
Pre-computed +
Re-compute scene scene illumination Shade and shadow
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Figure 3.2: The online process in the system. Left colummaslight estimation and environment
updating loop. Middle column is the data available. Righueoan is the actual rendering loop.
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CHAPTER 4
Results Preview

This chapter presents the results of the project, to givedhder a better understanding and
overview of the project before the methods, used to creatiertages, presented in this chapter,
are described in detail.

The aim of this project has been to explore whether a methodddating a spherical envi-

ronment map real-time, with the use of partial image infdromg is possible. And to use this

to enable mimicking of dynamical light changes in an outdsmane in an augmented reality
system using image based lighting (IBL).

The first step in rendering the objects for the scene, is tateran environment map of the
scene. The environment map of the scene is then used to ereatbedo environment map of
the scene. An albedo environment map used in the projecersiadrigure 4.1.

Figure 4.1: An environment albedo map of the scene used iretusts.

The offline part of the system consists of determining theddbenvironment map, creating
geometry of the scene, and creating the diffuse reflectiop, et indicates which surfaces
in the scene can be considered diffuse. The online part bsemtormation to determine the
light parameters of the scene, from an input image, whickaksvpartial information of the

scene.

These estimated light parameters are used to re-light beglalmap, in order for to obtain a
representation of how the environment is estimated to ladke current frame.

The online estimated environment map is used to shade aMityect placed within the aug-

mented scene. Along with a light addition from the sun andiehw cast from the object onto

the real scene, this lets the virtual object blend into tla seene. This process is illustrated
in Figure 4.2.

Figures 4.3 and 4.4 shows an excerpt of the images produgegithe light estimation method
presented in this project.
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Camera Input Image

Partial Scene
Information
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Albedo Environment Map
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Estimated Environment Map Image with augmented object

Figure 4.2: An illustration of the processing of one framehie implemented system.
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Figure 4.3: Preview of the result. The object is shaded basethe light estimated for the frames.

(@) (b)

Figure 4.4: Preview of the result. The object is shaded basethe light estimated for the frames.
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CHAPTER 5
Offline Data Acquisition

This chapter deals with the offline data acquisition in thetesn. This includes exploring how
to acquire environment maps and how to recover surface patars throught inverse render-

ing.

5.1 Acquiring environment maps

[Debevec, 1998] has developed a method for creating envieoih maps using a so-called
light probe. A light probe is typically a highly reflective ma¢sphere. The method is to take
a series of different exposures, preferably in 1-stop menmts, of the probe from three or
more different angles. From these exposures, a high dynamge image can be assembled,
and the photographer and distortions masked out by conpogiages from more than one
angle. The reflective sphere can the be cropped and transfloito either an angular map
or a latitude longitude map. Paul Debevec has created aiqgabtiol for this task, called
HDRShop, which is used in this project.

5.2 Inverse rendering

Creating realistic images has been a major focus in comguaghics throughout its history.
This has lead to several mathematical models and algorithatgan produce physically real-
istic images from knowledge of scene geometry, light posgiand surface properties. These
images accurately describe the physical quantities thatdime measured from a real scene.
Because these algorithms can predict real images, theys@abeused in inverse problems to
work backward from photographs to scene attributes, suteaumination of a scene. This
principle is called inverse rendering. The primary focushad chapter will be how to acquire
environment data, and how to extract usable surface piepdrom it.

In order to extract the light affecting object surfaces inimage, the following information
must be obtained about the scene:

1. 3D scene information
2. lllumination source types and positions

3. Surface properties
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CHAPTER 5. OFFLINE DATA ACQUISITION

Light distribution in a given scene can, depending on thdiegpight model, be very com-
plex. Within the field of computer graphics, illumination des are often divided into two
categories, local and global illumination models. In gahexvhen light leaves a light source
it travels to visible surfaces. If a surface is occluded frtwalight source it will be in shadow
(either penumbra or umbra). The occlusion of a surface goom direct light sources in a
scene does not mean that no light will arrive at the pointhiareal world all surfaces are re-
flective to some degree and will contribute to the illumioatof a scene. This in consequence
means that the illumination of a given point in a scene is &selt of both direct illumination
and indirect illumination, e.g. light reflected by surfaces

5.3 Modelling scene irradiance

One way to retrieve surface parameters from an environmegge, is to generate the corre-
sponding irradiance map. Irradiance is the radiometrim@escribing the received power per
unit area. Thus the irradiance map is the difference betweesurface reflectance, and a lit
image. An example of a rendered image, with correspondiaglieince and albedo map is
seen in Figure 5.1.

(a) (b) (c)
Figure 5.1: (a) Radiance map. (b) Irradiance map. (c) Alb@dap.

The relation between the three images is, if pure diffustasas are assumed, ideally:

p(u,v) - H(u,v) = L(u,v) (5.1)

Wherep(u,v) is the albedo mapH (u, v) is the irradiance map anfl(u, v) is the resulting
radiance mapu andv are the pixel coordinates in the images.

The radiance map is the actual image of an environment. Th®ope of inverse rendering
is to obtain the albedo map, it therefore follows that givenimage of an environment, a
corresponding irradiance map is needed. The irradiancenmagibe estimated if a 3D-model
of the environment and an approximated model of the lightsipresent in the scene.
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5.3. MODELLING SCENE IRRADIANCE

Given a image, and a corresponding irradiance map, the @lbegp may be calculated by
rewriting equation 5.1 to:

L(u,v)

H(u,v)
In practise, one way to calculate the irradiance map of ag@nia to create a 3D representation
of the environment. All surfaces are set to white and rerdierth the same lighting conditions
as the original image. The result is an irradiance map of teae. This approach does not
take effects like colour bleed into account, that would regjmultiple iterations.

— plu,v) (5.2)

(@) (b) ()

Figure 5.2: (a) Radiance map. (b) Irradiance map. (c) Albeclap.

An example of an inverse local illumination rendering isrsgeFigure 5.2, where a setup in
a controlled environment with geometry, light source positand radiance as known factors
and albedo as the unknown. The example setup is a brick on d-plate, and one light bulb,
approximating a point light source. The surrounding roomasperfectly non-reflective, so
light bounces will, to some extent affect the colour of thaddw. From the shadow colour the
ambient value is estimated, as the light bulb colour is est#eh by photographing the light bulb
at a fast exposure. The photograph of the setup is seen ineFsg2a. The resulting irradiance
map from the constructed 3D model is seen in Figure 5.2b. &twes images are applied to
equation 5.2 to achieve the albedo map seen in Figure 5.2stdimperfections between the
real image and the reconstructed 3D model, the recoveredi@alinap has imperfections, as
the real shadow is not cast exactly the same way as the virtuiah shows at the edges. To
make a perfect albedo map, the 3D model must be a perfectsaotion of the real world.

The following sections explores inverse rendering usirglldlumination and global illumi-
nation methods.

5.3.1 Computing irradiance using local illumination
In local lllumination the distribution of light is calculadl as the direct path from light sources
to any given surface. This means light sources affect athsas that are directly visible to

them, but effects such as light reflection of the lit surfaged indirectly illuminating other
surfaces, is not included in a local illumination model. Bonpensate for the lack of indirect
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illumination by reflection, an ambient illumination term aslded to the local illumination
models.

In order to successfully make an inverse rendering usingl ilamination, three facts must
be known about the surroundings:

1. The geometry of the environment
2. The position and colour of each light source

3. The ambient term of the surroundings

When this environment information has been establisheid, piossible to compute the ir-
radiance map of the surroundings using a local illuminatimdel. Using an image of the
surroundings, equation 5.2 may be used to compute the allzddles of the various surfaces.

This approach assumes that all surfaces are diffuse, astfaEes properties have not been
estimated. If a term like specular is to be taken into accaoalhsurface properties must be
known. The system developed in this project is deployed tdd@or use. The assumption
made in this regard, is that the environment used in the systsists of ground and build-
ings. The ground is either stone, concrete, dirt, or grasslevthe buildings are primarily
made of bricks. To avoid window and glass surfaces, whicthagkly specular, posing any
problems these must be manually marked, so that the systktisvegard these areas. The
assumption is that both ground and building materials dfas#i surfaces. This assumption
has been explored in appendix B on page 147, and proved tstigsjole.

Estimation of light sources and ambient term

In outdoor environments, the main light sources, duringdhg are the sun and sky. The
sun provides the most dominant light source at day, whileatihbient term can mainly be
determined from the colour of the sky, and to some extentiuh®snding landscape.

There are several ways to determine the parameters of thassaitight source. The position
of the sun can be determined using a sunlight model as intheeet al., 1999] if the time of

day and the viewpoints longitude/latitude coordinateskamvn. The position of the sun may
also be determined if a panoramic view, as in Figure 5.3 idahla, with a visible sun. The

area with the highest intensity in such a map is most likedydtin. If the sun is not visible as
in 5.3 the the sky is the main light source, whereas the mgim 8ource is in fact ambient.

In a case where the main light source is “ambient”, a locamiihation model is unsuitable
to create irradiance maps, as the ambient term is merely stamtn In that case a global
illumination model is the best suited to perform the inversedering.

To find the intensity of a light source, in this case the sueydhare two obvious ways to
determine it's colour. If the position of the light sourcekisown, e.g. from a sunlight model,
and the albedo value of a diffuse surface directly lit by tine is known, Lambert’s cosine law
may be used to determine the colour and intensity of the suthi¢ calculation the ambient
term must be known as well.
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5.3. MODELLING SCENE IRRADIANCE

Figure 5.3: A panoramic view of an outdoor environment.

The ambient value can be determined by finding a uniform sarfartially occluded from
the sun. In this case subtracting the shadowed area fromirtbetlg lit equals direct light
influence. If such surfaces are present in the scene, aniegsgstem can be developed to
determine the relation between direct and ambient termdatet® create an irradiance map.

Another way to determine the intensity of the sun, is to phaph it using a camera with an
exposure time short enough to avoid the sun saturatingpirghe image. Few cameras are
able to do this, which is why a neutral density filter can bedusereduce incoming light. If
a High Dynamic Range (HDR) light probe image is acquired is thay it may be used to
determine the direction and the colour/intensity of the aihe same time.

A virtual scene has been setup in order to test how whethera illumination inverse ren-
dering will be applicable to extract an albedo map from a gligtilluminated image.

The test scene is seen as a panorama from a central pointureAgl. Real data, used in the
system, will be in the same format. The lighting of the scemeststs of two sources. The
sunlight, which is seen on the edge of the image is the pringinysource, which can be seen
from the very dominant shadows it casts.

The remainder of light in the scene is provided by the skyliginich is why areas in shadow
are not entirely black.

All surfaces are considered diffuse. The direction of thaight is determined from the suns
position in the panorama image, the intensity is determfnaa the intensity in the image.
The ambient term is found by comparing an area in shade toitasenea in direct light.

This information is used to render the irradiance map seé&igare 5.5.
Applying these images to equation 5.2 yields the albedo rhapss in Figure 5.6.
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Figure 5.4: A panoramic view of a virtual test scene

Figure 5.5: The rendered irradiance map using local illuwion.
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5.3. MODELLING SCENE IRRADIANCE

Figure 5.6: The calculated albedo map using local illumioat

5.3.2 Computing irradiance using Global Illumination

Using global illumination in inverse rendering requiresotaets of data to be known, the
geometry of the scene, and a radiance map taken from a cpoirdlin the scene.

The radiance map is used as a skylight, that lights the Viseene geometry.

To obtain the irradiance map, the skylight is set to lightdeemetry with white surfaces. The
result is an irradiance map, as seen in Figure 5.7.

Figure 5.7: The estimated irradiance map using global ilination
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Equation 5.2 is applied to the resulting irradiance map addéhnce map, to obtain the albedo
map. The albedo map of the simulated data using inverse gilhlraination rendering is
shown in Figure 5.8.

Figure 5.8: The calculated albedo map using global illuniioa

If effects such as colour bleed between surfaces is appardéime¢ radiance map, an iterative
inverse rendering process is required in order to remosgestfect in the albedo map. When the
first irradiance map approximation is obtained, and usedtoutate the first approximation
of an albedo map, the albedo map is then mapped to the suifates scene. The scene
is rendered again, using albedo map surface colours instetiee white colour. The first
approximation of the albedo map is subtracted from the meablanage and the result is a
second approximation of the irradiance map that is usedd¢olede the second approximation
of the albedo map. This process is repeated until the diftese from one iteration to the next
becomes negligible.

For comparison, the real albedo map from the surfaces isisdggure 5.9.

5.4 Summary

The methods described in this chapter will be used in theneffinitialisation phase of the
system. It is essential that the surface reflectances, begl@almap, produced for use in the
online light source estimation, is as accurate as possikéeping in mind that the offline
phase has no time demands, a global illumination methoced {8 the inverse rendering, as
it will produce the most accurate results.
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Figure 5.9: The original (true) albedo map
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CHAPTER 6
Online estimation of scene lighting

This chapter explores how scene parameters can be extriorad live video feed real-time.

One purpose of the system developed through this projezistimate the lighting of the sur-
roundings in real-time, and light augmented virtual olgestper-imposed upon real imagery,
accordingly. When the system is running in an arbitrary oatcenvironment the lighting is
changing over the course of a day. This creates the need fautamomous method, that is
able to derive the light information of the scene wheneveh@nges.

The information known to be available to the method befoexaiion is limited to:

Albedo environment map: Created in the offline process, by performing inverse rander
on an environment map photographed in the scene. The albeale reflection coeffi-
cient of a surface.

3D model of the environment: An exact proportioned geometric representation of the-envi
ronment that has been photographed.

LDR input images of the environment: During online execution the method will be pro-
vided with input images photographed by a camera. Theseasiage provided in a
Low Dynamic Range, which means that not all points in a scérm¢qggraphed with the
camera is usable due to a high contrast between differeas amghe environment. The
result of this would be that while some areas are within theadyic range of the camera,
other regions will be either saturated or under-exposeaafuire that is present in most
cameras today is Automatic Gain Correction, which enalflescamera to regulate the
aperture size and exposure time of each image in order tdhgdidst exposed image,
which sets demands for a light estimation method to be rahusgards to this camera
feature.

When updating an environment map from a dynamic lightedescggveral solutions may be
considered. Some of which are listed below:

Light templates: If a set of environment maps is recorded from the scene, fareift times
of day, where the lighting changes, dependent on the weathe:time of day. This
set of environment maps are templates of different lightiagditions. To utilise these
templates the system would have to analyse the images igisrawg and determine
which of the templates matches the lighting best, and swaddhat environment map
in the scene. When the scene lighting has changed enoughvisuadly different from
the current used environment map, set by a certain selextitenia, the system chooses
a new environment map that fits the lighting seen in the liminimages best, and
gradually changes the derived virtual lighting in the scerghis new setting.
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Light probe: If the [Debevec, 1998] method is utilised, by having a reflectetal sphere
in the scene, and a secondary camera that records it at all Tilee image of the probe
is used to extract light information, which is used to updaevirtual lighting of the
scene. While this method may be able to obtain HDR infornmeftiom the light probe in
the scene, it is a comprehensive setup to have two camerassationary light probe.

Real-time EM update: It is possible to create one environment map of the scenerded
from the centre of the scene. During execution of the systeencamera records the
scene at various angles from a given position. These imagesthe camera is mapped
to the appropriate areas of the environment map recordekeiroffline process, and
the environment map is thereby partially updated dynaryicdlhe problem with this
approach is that the camera is only able to photograph thmesoe low dynamic range
(LDR), which means that certain light parameters may beduostto this limitation.

Average difference: A simple approach to the problem would be to photograph arr@amv
ment map of the entire scene offline. During execution of §stesn the intensity of
the pixels in the input images is analysed. The intensityrmedue will be used to
evaluate how the current lighting differ from the lightindp@n the original environment
map was created, by comparing the measured intensity melae torresponding mean
value in the original environment map. The average intgukiterence between the two
lighted environments is found, and the original environtmeap is scaled by the scalar
derived from the difference. All virtual objects derive ithigghting from this environ-
ment map, and is thereby updated. This method will only wdigcévely if all light
sources are static, and always have the same relation bethaeintensities. In almost
any environments these limitations to the lighting doesapgily.

Image analysis: A final approach is to analyse the LDR images provided by a caeed the
derive light parameters of the scene from these. The deliyetbarameters are used to
re-light the original environment map to correspond to timeent lighting of the scene.

The advantages and disadvantages of the five approachesyareasised in table 6.1:

Method Advantages Disadvantages
Light templates Simple Limited to the number of different
templates
Low amount of processing re-
quired
Light probe High accuracy HDR estima- Impractical setup
tion
Real-time EM up- Simple LDR limits precision of light esti-
date mation
Average difference | Simple Imprecise results if lights moves
Image analysis Good approximation Requires assumptions concerning:
Not limited by LDR light model and surface properties.

Requires much knowledge of scene

Table 6.1: Advantages and disadvantages for each proposdiuoch
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The latter method has been chosen, which is to analyse thein@&es provided by a camera
and derive light parameters of the scene from these. Theedklight parameters will then
be used to re-light the original environment map to corresipo the current lighting of the
scene.

The purpose of the method described in this chapter is tcmagti scene illumination. Esti-
mating the lighting of a scene must be done in accordanceanlitiht model, which must be
chosen. The light estimation then analyses the images st#ree, and estimates the unknown
parameters of this light model, in order for it to approximtite lighting of the scene as closely
as possible.

The system is set to work in an outdoor environment. This méaat the direction of the sun,
which is by far the dominant light source of an outdoor scemend daylight, can always be
computed at any time of day, using a sunlight model, when &ogphical coordinates of the
scene is known.

When the factors in a light model are estimated, it is posdibire-light an environment map
based on these information. As the sun is the dominant ligintce, it is equally important to
estimate how clouded it is, as the clouds have impact on teasity of the sunlight. If there
are no clouds the sun shines brightly on every surface tiireistible to it.

If the sky on the contrary is cloudy, the light from the sungsatsered in the clouds and the
entire surface is lit by the light from the sunlit clouds. Tia® situations are shown in Figure
6.1. The method for estimating the scene lighting must basbin regards to both situations.

(a) Clear sky, sunny. (b) Overcast.

Figure 6.1: Example of two different weather situationstthoth needs to be estimated correctly.

The method to estimate scene lighting from the video-feedtrba able to perform its task

within a confined time-frame. If the method is to effectivelstimate dynamic light changes,
ideally it will have to estimate the lighting of the scene goea-frame basis, and, if necessary,
change the lighting of the virtual objects from frame to feam

If the method solely relies its estimation on the input frdme tmage acquired, the method
may not be very effective in all situations, as the camera mapme cases photograph an
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area of the scene that does not reveal adequate informdtibe overall lighting of the scene.
Therefore the method should be able to determine the ugabilall information it gathers.
If the camera photographs the sky, or a specular surfacenétieod should be able to filter
the information it can not derive light information from. foermore if the camera films an
area which is in shadow for a long period of time, the methanui&hbe able to establish that
it can not derive information of the light source the areahadowed from. In the situation
that the input image only covers shadowed areas, the metimddsnot try to estimate the
light source, but rather rely on the last known estimatiotheflight source, until information
becomes available again that the light can be estimated from

The inputimages will be delivered to the light estimatiortiheel in a low dynamic range(LDR)
format. This means, that there is a chance that certain af¢lhs images from the video feed
are saturated. If there are saturated pixels in the imalgesnethod must ignore these pixels,
as they are not suitable for information acquisition. Theusence of this situation is min-
imised if the cameras Automatic Gain Correction is enalbetithis instead sets demands for
the adaptability of the light estimation method, as thetligdnof the input images are changed
actively by the camera to cover the highest possible range.

Another element that must be taken into consideration, vaeeguiring live video in a system
as the one developed in this project, is that dynamic objeatsoccur in the scene, which
includes people walking by, cars that are parked, all aimehs, that may not appear on the
original albedo environment map. If the method is to efiedti extract the light parameters of
the scene, it must be able to detect such anomalies in théietippages and disregard them
in the further light calculations.

6.1 Light representation

This section explores which light model may be used to regriethe lighting of the scene.

When the light is estimated, it needs a representation. Tayswf representing the knowledge
of an environment would be:

Environment map: The light changes is determined by updating an environmept ofi the
surroundings, from which lighting of objects can be derived

Light model: The lighting of the scene are fitted to the parameters of a enadltical light
model.

The solution using an environment map is a low level repragem of the scene lighting,
as it is pixel-based, and does not hold any parametric reptason of the lighting, though
parameters can be derived from it through processing. Tyktlmodel approach is a high
level representation of the environment, as it is a parametodel.

The approach chosen is to estimate the lighting of the scasedbon a light model, as the
higher level of representation makes it possible to detagrthe lighting of part of the envi-
ronment not visible to the camera.
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In the choice of light model some considerations must bentéieéhe accuracy in regards to
reality:

Level of reality How close is the model to reality, is it physical correct?

Level of complexity: How complex is the model, is it possible to use it real-time?

The considerations of choosing the right light model is adraff between how realistic it

will be possible to estimate the real scene lighting, and haweh processing time is needed
to perform this estimation. If a completely realistic modelsed, it may be impossible to
perform it real-time, while a simplified model may be fastt bat very close to reality.

When choosing a light model, the first choice is between uaitagal illumination or global
illumination model to estimate the lighting. Normally théolgal illumination versus local
illumination discussion is referred to the challenge ofienng a scene naturally, but is equally
relevant in the inverse case, as global illumination is gr@xmation to real lighting, and thus
if it may be reverse rendered the lighting could theoreltyda¢ almost perfectly estimated.

If a global illumination model is used to perform the lightiesation, it would entail that
all surfaces in the pixels sampled during a frame should sedefor incoming light over a
hemisphere. This is a very costly process, and can be fdullye ihemisphere sampling is
in low resolution, where powerful light sources are missétle process can be sped up by
pre-calculating the hemispheres in various points in tleasgcthis way the sampling in each
hemisphere could be skipped during the real-time sampling.

Though this process can be optimised to using fewer samptedetecting the dominant light
areas and take them into account, it is dubious that a glébadination model can be used in
real-time light estimation. Furthermore such an impleragoh would generate a large set of
equations with an equally large set of unknown variablegreds the practicality of a global
illumination solution is not possible to implement in a réale application.

If a global illumination solution where to be implementedother approach would be to
surround the entire scene with a limited number of direci¢ight sources, analyse the various
surfaces, and develop an equation system to determinggtiteriiensity of each source.

One model that uses this approach is the method presentédaiisgn et al., 2003]. This

method addresses the problem of using IBL in real-time, liyn@sing the position and radi-

ances for a small number of point light sources from the asilyf an environment map. The
approach is to lower the number of light sources affectirgstene. That is, to approximate
the complex omni-directional lighting environment withraal number of light sources, so
the resulting virtual lighting resembles the real lightofghe scene.

The method analyses different exposures of the scene, dadislevhat areas are the most
significant in radiance, and what their position and intgtsblour is. An example of how
objects are illuminated with this method can be seen in Ei§u2a.

The model used by [Madsen et al., 2003] is a global illumoraapproximation using local
illumination. An advantage of this method is that using ¢heavironment light sources au-
tomatically ensures that surfaces are only lighted by thigb¢ sources visible to them, as

51



CHAPTER 6. ONLINE ESTIMATION OF SCENE LIGHTING

(@) Spheres illuminated by the (b) The [Madsen et al., 2003] method used to
[Madsen et al., 2003] method. create shadows in the scene.

Figure 6.2: The [Madsen et al., 2003] method fits point lighties to an environment map, and use
these to shade objects and create their shadow.

opposed to the ambient term of local illumination, where astant light is added to all sur-
faces.

A drawback is that for this method to work perfectly the en@gnvironment map is needed.
This problem can be worked around, by placing the environatdights equally in all direc-
tions, and always update those that the camera points atgdexiecution. The big problem
of the method, in relation to dynamically updating of thehtig is that it involves a diffuse
filtering of the environment map, which is a very slow proceBarthermore the use of this
model would ideally require a HDR input, in order for it toiesate the intensity and colour
for each environmental light source.

The approach may be altered to analyse all surfaces in the slcat are visible to the camera,
and determine how various fixed environment light sourceslavbave to be configured, in
order for the different surfaces to look the way they do. Wiiscreate a set of equations in
the number of samples obtained in the input images, and withany variables as there are
environmental light sources. This approach would circumitiee need for HDR input in the
[Madsen et al., 2003] method.

Local illumination is a simplified approximation of real ligng capable of running at high
speed. The effect of global illumination, where surfaceshadow are illuminated by light
reflected of the lit surfaces, is in local illumination sinfigld to an ambient term, that is a
constant light addition to all surfaces.

Local illumination models simplifies the surface calcuwas to computing the radiance re-
ceived from all point light sources in the scene. To impletaelight estimation method using
a local illumination model entails that the intensity of rdéight source is an unknown variable
along with an ambient light term.

The pros and cons for each model is seen in table 6.2:

52



6.2. RENDERING EQUATION

Method Advantages Disadvantages

Global illumination | Realistic result Very heavy process

[Madsen et al., 2003] Good results Best with HDR

Local lllumination | Fast Less realistic result
Simple

Table 6.2: Advantages and disadvantages for each proposditoch

A pure Global Illumination model is impossible, and considg the outdoor environment it
would be dubious to apply an estimation of the parameteraaf a model.

The method inspired by the [Madsen et al., 2003] methodjmdea number of environmental
light sources and determine how they would be affecting eaaft of the surfaces and thereby
be enabling intensity estimation of each light source, isssjble model to use. The drawback
of implementing this method is that many point samples ofititensity at various points in
the scene would be required, depending on the number oftidinet light sources used. This
raises the computational requirements as well as the nuaibvequired samples may mean
that more than one image is needed to derive all parametéesadvantage of the approach
is that it is possible to update the lighting of the virtuajestt almost instantly when the light
source intensity is estimated.

The local illumination would require less estimation ofHligparameters, making it a faster
method, but possibly inaccurate when the global illumrais taken into account. The advan-
tage of the local illumination model, aside from less parems is that it fits the environment
used in this project, an outdoor scene.

Outdoor scenes during daylight approximately equivalatgal illumination model with the
sun being the only dominant light source. Therefore thet legtimation will be based on a
local illumination model.

6.2 Rendering Equation

The light of the scene must be fitted to a rendering equatha describes the relation between
the light emitted from the light source, and the light thatteaurface in a scene emits.

The radiance at a poiatin a scene, is given by the rendering equation:
Lo(# &) = / @ G) - L(#,) - cosbi di, (6.1)
Q;

Wherew, is the directional vector from point, to the view position.w; is the directional
vector to an incoming light source’.(Z, w;, w,) is the Bidirectional Reflectance Distribution
Function (BRDF) for a given surfacd.; (7, w;) is the incoming radiance atfrom direction
w;. cosf scales the incoming light by the angle between the normahefsurface and the
incoming lights directional vectar;. The incoming directional vectar; is integrated over the
entire hemisphere of the surface at paint
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In this section the focus is on how parameters of a light mods/ be derived from the shading
of diffuse reflections in a scene. Diffuse reflections arerg g®od source of information of
light, when the albedo reflection coefficient of a surfacenswn.

The BRDF for a diffuse, or Lambertian, surface is:

1, @) = 24D 6.2)

pa(Z) is the albedo of a surface at poifit The albedo is divided by in order to normalise the
output of the diffuse BRDF.

In equation 6.1 all incoming lights to a point are taken intoaunt, as in Global illumination.
Rewriting the equation to correspond with local illumirmemj with NV light sources yields:

L,(7) = 2@ 3" Lin(@) - cosb, (6.3)

™

In order to derive the parameters of the light model it is assdithat the albedp, andcosb;

is known. The albedo is obtained in the offline process, wharenvironment map is inverse
rendered. The angle of the incoming light is assumed to b&vknthe reason for this will
become apparent later.

The outgoing radiance from poiat, L,(Z), is sampled from an input image of the scene.
This input image is provided by a camera, which means thatukgoing radiance will not be
directly compatible with the colour measured by the cama&sahis returns a unit-less value.
If the camera is assumed to be linear in it's response, theecsion from the camera-value
to the radiance in the scene may be measured by a constanh witlibe denoted as. The
radiance of the outgoing light is multiplied &y which is written as the quantit# (z) which
denotes the pixel value:

P(@) = k- L,(7) (6.4)

Applying equation 6.4 to equation 6.3 gives:

™

P@) = k- 20 3" Lin(&) - cost, (6.5)

Furthermoreos 6, is splitinto two vectors, as it equals the dot product betwaepoints normal
7 and the direction of the incoming liglt

cosl; = (1i(¥) @ I(X)) (6.6)
Substitutingeos 6; yields:
P@) =k DS L @) (5(7) « ) 6.7)



6.3. SPECIFIC LIGHT MODEL

With the constank, the outgoing radiance is a known factor in the equationt asw equals
the pixel valueP(Z). In equation 6.7 the light sources are positional light sesy and the
direction from each point in the scene to each light sourcesalf the light sources are as-

sumed to be directional from an infinite distance, the ligfeation!(z) and incoming radiance
L, ,(Z) becomes independent of the positiband the equation can be modified to:

N
Y Lin- (ii(@) @) (6.8)
s
n=1
Assuming the incoming light direction is known, this leatles incoming radiance from each

light sourceL, ,, as an unknown factor. This may be solved using a linear egjuatistem, as
seen in equation 6.9

1

P(#; A (i) o) 2 (i) o by 2 (i) oly) | [ k- L

P() ML (i) o h) PR (i) o o) (@) o) || ke Lo

P(x1) e (iwiy) o ) A (ay) o) o P (i) o Iv) | | k- Li
(6.9)

In equation 6.9 the number of light sources is denotedvbyvhile the number of samples is
denoted byM. In order to derive the radiance value from every light seutbe number of
samples must exceed the number of light sources that nebésestimated.

6.3 Specific Light Model

The outdoor scene may be approximated using a simpler ligheiin which case there are
assumptions that are made about the characteristics forassicene:

One light source: The sun is assumed to be the only source of light within theesc& he
large distance to the sun from the earth, means that thedaghbe considered parallel,
and the sun light source is therefore assumed to be dir@ttion

Ambient term: The lighting of the areas that are in shadow from the sun isathedithrough
by an ambient term.

Equation 6.7 is rewritten to fit these assumptions, and gives

P(Z) = k- palT) (La + Ly - (71(%) J)) (6.10)

™

WherelL, is the ambient radiance in the scene, @nds the direct radiance from the sun.
If the following information is known:
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1. Image of the scene?(7)

2. The light source directior:

3. The surface albedd@

Then it is possible to estimate the source radiant powgrand L, with a scaling factor.
From equation 6.10 it is possible to make the following steget:

The image of the scene, and the surface albedo are avaitabtetiie offline process as de-
scribed in chapte??. The light source direction is dependent on the earthsiootairound
the sun. There are several daylight models, that handlgstmputation, and will be used to
determine the light direction vectdrand will be described in further detail later.

The ambient light, which is denoted ds in the light model, is normally a constant light
contribution to the entire scene. The outcome of this sificglion is that all points not lit by
direct light are equally weighted, which is not consisteithweality. The light of every point
in a scene is the result of an integration over the surfagetiseehemisphere, meaning that
points on a vertical wall has less visibility to the sky, th@oints on the horizontal ground, and
thus has less light affecting them.

An example of this effect is seen in Figure 6.3, where two @hliffuse surfaces are placed
in a scene, lit from what in a local illumination model would the equivalent the ambient
term. The two surfaces are oriented horizontally and vaijicrespectively. Measurements
in the image shows that there is significantly more lightctffey the horizontal surface, than
the vertical. The horizontal surface has a mean pixel valu&8.5, where the vertical surface
has a mean pixel value of 161.9. The reason for this diffexresthat the horizontal surface
has visibility to the entire sky hemisphere, whereas th&écadronly has visibility to half the
sky hemisphere. A normal local illumination model does adéetthis into account, but itis a
factor that needs attention if light is to be derived relyafopbm the images photographed of a
scene.

Figure 6.3: A vertical surface receives less indirect ligitm the sky hemisphere than a horizontal
surface.
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A way to handle this aspect of the lighting shadowed area iceass is to pre-calculate the
hemisphere of various points in the environment. In therdflprocess the hemispheric light
contribution to all points in the environment map can be waled, which may be utilised in
the online light estimation.

If the visibility hemisphere for every point on the enviroant map is pre-calculated in such a
way that surfaces with full visibility has a value of 1 and misiwith no light has the value 0,
the visibility hemisphere aspect can be included by usirgMiilue as a weight to the ambient
light [Whitehurst, 2001].

If the ambient light weight is denoted asand the model in equation 6.10 is modified to use
this ambient weight, the final rewritten equation:

™

-(c-La+Ld (#(3) .f)) (6.11)
Equation 6.11 is based on the following assumptions:

One Directional light: The sun is assumed to be the only source of light within thaesce
The large distance to the sun from the earth, means thatghedan be considered
parallel, and the sun light source is therefore assumed tliréetional.

Light Direction: As the direction from a point on Earth to the sun can be congpusing a
model, it is assumed that the direction to the one direclidgta source can be acquired
using such a sun direction model.

Infinite Light Distance: The distance from the sun to the Earth is of a quantity wheee th
inverse square law is insignificant with regards to the ldésthinces used in the system.

Weighted Ambient term: The lighting of the areas that are in shadow from the sun idlean
by an ambient term, that is weighted in accordance with skyelvisibility.

Radiance measurable by a scalarThe Radiance is measurable by a scaling factor which
denotes the scaling the camera applies to the radiance gure=afrom a scene. The
camera is assumed to be linear.

The following section explores how the method can be appbetie image provided from a
camera.

6.4 Sample point selection

When the method receives an input image, some pixels areusefal than others. There are
many factors that determines whether a pixel is be usefidjected as usable by the method:

1. Reflection parameters of the surface a pixel represents.

2. If the pixel is in an area that is undefinable as being shadaw directly lit by the sun.
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3. The appearance of dynamic objects within the scene.

4. If the pixel is either saturated or under-exposed.
These rejection parameters are explained in details irofl@ing:

Reflection parameters: As mentioned earlier, a map is created in the offline processich
the user has specified which areas are considered lambefiectors, henceforth called
the diffuse reflection map. Areas such as metals, windowsuddibgs and dynamic
objects that may have appeared on the original image usedatedhe albedo map, like
cars and people moving are all disregarded when the difeflection map is created by
the user. Furthermore it may be necessary to mask out theslklyjs never the same,
and can not be considered a diffuse reflector. All points enghvironment map that
are to be ignored are drawn into the "diffuse reflection emmment map" the map is
denoted as)(¥).

(%) is a binary map, where 1 means that the pixels in the area sdemed a lambertian
reflector, and 0 means that it is not considered a lambewrtiégctor.

Undefinable belonging: An aspect to be taken into account is that the pixels in theipdma
area of the shadows can not be considered a precise sounc®whation, when the
degree of shadow can not be measured. Therefore pixels whiahdiffering shadow
values in the shadow map, in a neighbourhood, with the sigedan the imprecision
of an optional tracking in the system, are ignored, to avoisleading sampled data.
This data may be saved in a penumbra map, is be generatedfomgait image, as the
penumbra area will change during a day.

This map is denoted ag %), and is binary, where pixels with the value 1 is pixels that is
definitely either shadow or directly illuminated, while Olwad pixels are those whose
belonging can not be definitely determined.

Dynamic objects: Another aspect that will lead to rejection of certain sarajsdf the colour
composition of the input pixel is significantly differenbfn what has been recorded in
the albedo environment map, a change that can not be exglaina lighting model.
This should discard some of the changes caused by dynan@ctsln the scene. This
map is called the difference map, and is generated for eaafnefr
This map is denoted aA(7), and is binary, where 1 means that the pixel does not
vary much from what is expected taking the last known lightap@eters into account,

0 means that the difference between the input and what cardi@ireed by a lighting
model exceeds a certain value.

Saturation: Saturated pixels in the input image is an artifact relatethefact that only
LDR input is available, and saturated or under-exposedtirgyet another rejection
parameter. Saturated pixels are unusable for light désivaas they do not give useful
information of the intensity of the light source, other thlbeing powerful.

This map is called the saturation map, and is also generateyéry input image to the
method. The saturation map is denoted @9, and is also binary, where 1 means that
the pixel is neither saturated nor under-exposed, whiahsigad indicated with a O.
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These various aspects are combined into one map, denotieh pikels in the input map are
to be ignored for further processing, this map may be calleel ignore map”. The ignore map
is created by logically AND’ing the diffuse reflection mapetpenumbra map, the difference
map and the saturation map.

The ignore map;(z), is obtained by:

i(T) = ¥(T) A K(E) A A@) A §(T) (6.12)

When the light estimation algorithm operates on imagesigeal/from a camera, information
on which areas are in shadow is very useful. These areas ame\w&mbient light can be de-
rived, as the direct light does not have any direct influencéhe light measured at this point.
The shadows of an outdoor scene change during the courseaf, amd can therefore not
be pre-computed, which is why the shadows are present imtha image from the camera
needs to be computed real-time per frame using geometrywandigection information. If
such a map is generated it can be fitted to the current vieweostlene. The shadow map
that is generated per frame is denoted@3. The shadow map can be used as a binary map,
that neutralises the part of the lighting model that add figgm the dominant light sourcé,,.

In equation 6.1%i(%) is, at this point, still an unknown variable. The informatiof each
surfaces normal can be derived from the geometry repreggthte environment. This may be
done in a number of ways:

Normal derivation from depth information: If the depth buffer from the camera point is
obtained it is possible to determine the surface normal ofi gaxel by comparing the
depth information with its neighbouring pixels, and appneate the direction of the
normal.

Normal derivation from ray-casting: When a geometric representation of the environment
is available, it is possible to determine the normal of eamhtgn an image, by casting
a ray through the pixels in the image, and hitting the pixetsresponding surface on
the geometry. When this intersection point on a face of tve@mment is known, it is
possible to interpolate the normal direction of the poiotirthe normal of each vertex
the face consists of.

Normal derivation from principal lighting: If a local illumination model is used to light
the geometry, the colour returned from each point is a prodiihe reflectance of the
surface, the power of the light that affected it, and the amaglwhich the light affected
the surface. If the surfaces reflection is set to be purefyskfwith a uniform reflection
parameter of 1 on each colour channel, and the power of theilgequally set to 1,
the only variable left that affects the intensity of eachepits the light angle, which
is directly a product of the angle between the surface noandlthe incoming light
direction, this means that the angle is measurable fromrtensity of each pixel in
a rendering. This knowledge may be used to, in a very simple exéract the exact
surface normal of any point visible from a virtual camerah# geometry is lighted from
the principal directions, only one component of the surfacamal will react to each
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principal direction. With this in mind the surface normalezch point may be derived
using only 2 render passes. The first render is set up by havied directional light
lighting from the—z direction, a green light from they direction, and a blue light from
the—z direction, in this render only the positive components ahesurface reacts to the
light, the positiver components of each surface reacts to the red colour exactlyeb
power of the positivecomponent. The second render is set up with the same lighis, o
from the opposite directions, so that only the negative camepts of each surface reacts
to the light. The surface normal of each point in the sceneusabtained by subtracting
the second image from the first image, each colour compomsntorresponds exactly
to the normal components of each points. (Source: [Decat8®6])

The method of deriving normal directions of each surfacefdepth information, is a method

that may produce imprecise results, especially if surfaresvery curved and the normal
direction is steep in regards to the direction to the camé&hre method is dependent on the
precision of the z-buffer in order to make a reasonable nbaxt@action. Furthermore the

returned normal will represent the normal of the flat facensed from 3 vertices, as the
geometric properties of the 3D scene is what is measuredtietdepth information.

The normal for a point is usually extracted from an intergolaof the 3 corner vertices a face
consists of. An analysis of the depth information will notdi#e to measure this interpolated
normal, but will instead return the normal of the face. Thdhud is best suited to extract
normal information from objects that consists of planafates, while objects with curvature,
such as cylinders and spheres are less suited using therdeptial extraction method.

By casting rays into the scene, the exact normal may be defreen the geometry, though
this is a needlessly complex approach when compared to thi®odhevhere the the surface
normals are derived from rendering the environment undésrdit lighting. The approach
of lighting the entire scene from the principal directionghe three complimentary colours
is used in the project, and it is used to create a normal mapeimitialisation process, that
corresponds the other maps used in the method. the normabkrdapotedi(r)

This brings the total amount of maps used in the light esionab 9:

The maps that may be computed in the offline part are:

+ Albedo environment magp,(z).

— type: Floating point
* Describes:The diffuse reflection parameter for each colour channel

» Diffuse reflection environment mapyz).

— type: Binary
%= True: Is diffuse reflection
% False: Is not diffuse reflection

» Weighted ambient environment magpy).
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— type: Floating point
» Range:0-1
- 0: Points where no part of sky hemisphere is visible
- 1: Points where entire hemisphere is visible

» Normal direction environment mag( ).

— type: Vector of 3 floats
» Components:z,y, z

- Range: 0 —1
The maps that are produced real-time are:
* Live radiance inputP ().

— type: 24 bit discreet image data, 8 bit per colour channel

Shadow maps (7).

— type: Binary
* True: Is lighted by light sourcd.,
* False:lIs not lighted by light sourcé,

Penumbra maps(7).

— type: Binary
* True: Can be determined to be either directly or ambient lit
» False:Can not be determined to be either directly or ambient lit

Difference mapA(Z).

— type: Binary
* True: Colour composition does not match the albedo with variatédes
» False: Colour composition match the albedo with variable scalar

Saturation mapj(z).

— type: Binary
* True: Is neither saturated nor under-exposed
+ False:Is either saturated or under-exposed

In Figures 6.4, 6.5, 6.6, 6.7, 6.8 and 6.9 illustrations & #arious map types used in the
suggested light estimation method are shown, the diffudecteon map is not illustrated, as
all surfaces in the example are diffuse.
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(a) Offline Albedo map, simulated (b) Offline weighted ambient, simulated

Figure 6.4: A simulated scene, where the albedo (a) and veigambient (b) are generated in an
offline process.

-

(a) Online live input, simulated (b) Online shadow map, simulated

Figure 6.5: During execution of the system an online inpiiiifeage is received for each frame, and a
shadow map (b) is generated real-time.
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-

(a) Online live input, where elements are over (b) Online saturation map, simulated
exposed, and components of the reflected colour
is saturated, simulated

Figure 6.6: During execution of the system an online inpiirfzage is received for each frame, if this
is contains saturated components, these will be rejectedigiin the use of a saturation map (b) which

is generated real-time.

(@) Online live input with dynamic moving ob- (b) Online difference map, simulated
ject appearing in the scene, simulated

Figure 6.7: During execution of the system an online inpitif@age is received for each frame, and
if pixels appear in the image, which does not hold the colammposition, as can be expected from the
albedo map these pixels are rejected through the use of exatiife map (b) which is generated real-
time. The shadow of the dynamic object is not being rejeeteis colour composition equivalents the

composition of its corresponding albedo.
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(a) Surface normal map displaying the positive  (b) Surface normal map displaying the negative
components of the normals, simulated components of the normals, simulated

Figure 6.8: The normal maps are used to extract the surfaefleation angles, where red equals the
component of the normal, green theomponent, and blue thecomponent.

Figure 6.9: The penumbra map is obtained by finding the diffee between a dilated and eroded
shadow map.
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6.5. DETERMINING THE SUN’S POSITION

The addition of the binary shadow mafr) makes up the final lighting equation, which is a
modification of 6.11.:

P = - L) (c(f) Lo+ s(Z) - Ly - (7i(Z) @ f)) (6.13)

™

The suggested method that will be used in this project, istdwwhich pixels in the input
image represents pixels in the albedo environment map,randsable according to the “ignore
map", as sample pixels. The resulting pixel colour is theéms& () in equation 6.13.

To derive the light parameters of the scene several samqadalan in the inputimage. These
samples are applied to the linear equation system in 6.14:

P(a7) paf) o(y) )L () - (i) @ 1)

N I e SR LU I R
N k- Ly '

P(x7;) 2ain) . o) LA (a7 - (7E(27) @ 1)

As seen in equation 6.14 two samples would suffice in ordeetivel an estimate of, and L,

to a scaling factor. Samples are only added to the equatstersyif it passes the ignore test
from equation 6.12. The vectoiis a directional vector to the light source. In equation 6.14
vector/ is the same for all points, because the sun can be assumedtte same directional
light source for all points within a close environment.

The following section describes how the vector of the diogcto the sun can be determined
from geographical and chronological information. Withstmformation/ in the above equa-
tion can be determined.

6.5 Determining the sun’s Position

Sources: [Schlyter, 2005], [Giesen, 2005]
To be able to recreate the actual lighting conditions of baetloor scene in the virtual world,
a sun model is needed to calculate the sun position.

Today itis common knowledge that the earth orbits the suhpatvice versa. In the following
calculations, however for simplicity the orbital elemeimtshis section are valid for the sun’s
apparent orbit around the earth.

The find sun’s position relative to the observer we definee¢ha t'observer”. The observer is
located at the centre of tloelestial sphersvith zenith above the head and the horizon North-
East-South-West. The position of the sun, moon, or any atiestial body can be represented
on the celestial sphere. An illustration of the terms is showFigure 6.10.

In astronomy the position is expressed in terms of altitudelevation,h, and azimuthg,
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Elevation

Observer

Azimuth S

Figure 6.10: The sun position is measured relative to thest&n sphere at the observers location.

these correspond to the more widely used terms in mathespa@ndd. It is given that:

p= m—h € 0; 7] (6.15)
0= o € [0; 27] (6.16)

Azimuth angle is measured relative to North. Since sun [osis measured relative to the
observers position, the longitude and latitude of the olesas part of the equation. The other
factor the current time, describing the both earth’s oegah on the orbital plane around the
sun and the self rotation. In Figure 6.11 the concept of g and latitude for determining
position on earth is illustrated. earth The specific forraular computing the azimuth and

N

Greenwich meridian

Observer
Position

Equator

Latitude
Longitude

S

Figure 6.11: The observers position on earth is measuredtitude and longitude.

altitude angles of the sun are shown in appendix D. With tieeofithe computed azimuth and
altitude angles, the Sun’s orbit can easily be simulatedcionaputer program, as illustrated in
Figure 6.12.

The following section discusses how the light estimatiorthoé will be implemented in the
real-time augmented reality system Augmentor.
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S untitled - augmentor-mfc-0.2
fie Wiew Help

[ Scene infia
Ohijects
Fares

i.zght sources
Cameras.

rEnvironment map -

e
Height E
fiddth

Environment scene

[
rAnimation controls -
Run
Coordinate system
Time 17:05:00

Azimuth 248,380
Altibude 29,127

Doit!

‘Ii

Airimation stopped i

Figure 6.12: Augmentor displaying a simulation of the Suthpacross the celestial sphere during a
part of May 3rd 2005.

6.6 Implementation

During implementation there are certain practical isshas meeds to be taken into account.
Is it possible to perform a light derivation for each frame&’tleven necessary to execute the
derivation for every frame, once per second, or even less$® sEation considers the various
factors of implementing the light estimation method, dexat in this chapter.

6.6.1 Implementation Considerations

The first thing that must be decided is how often the lightneation algorithm is executed
when the augmented reality system is running. Ideally tgerghm should be able to execute
for every frame and process every pixel in the input image theel confines of limited pro-
cessing power entails that an analysis of such a data streatd Wwe too demanding a task to
perform real-time. In order for the method to perform wetigdatill make room for the rest of
the system to perform various tasks, there are three suggesin the implementation of the
light estimation method:

» Process method for every frame, for as many pixels possiithen the time frame.

» Process method on entire image every time a certain irlteffieames are exceeded.
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» Perform test on random points in the input image to the ntetbadetermine if they
match the last known light parameters, if not, perform fight estimation on entire
image.

If the method is executed once per frame, this automatisally a time frame for how much
time the method is allowed to use calculating the light paatams. The light estimation method
must not use all the calculation time between frames, asytheassumed that there are other
tasks between frames requesting processing time, sucighasg the objects based on the
results obtained from the light estimation method.

One way to solve the time problem would be for the light estiolamethod to be executed
when all other tasks within a frame has been performed. Tissires the method may ef-
fectively use the remaining time, if it is structured to @enh the computations progressively,
taking one new sample of the input image per iteration, sartethod may be exited when
either a stop criteria or a time limit is met.

This has the drawback, that whatever light parameters teastimated during that frame are
not displayed until the following frame, meaning the ligigtiof the objects will at all times be
at least 1 frame behind the the real lighting of the scendidfdelay will be noticeable when
the system is running is questionable, it may be visiblerdprapid light changes in the scene,
from one frame to the next.

Furthermore it should be considered if the light derivasbould only rely its light derivation
on the last frame it has analysed. If the last image grabloed fine camera only shows an area
in shadow, the method has no means of estimating the digddtfliom the sun. If the light
derivation only relies on the last frame used for light dation, the method has no robustness
towards the scenario that the camera for a given time onlygginaphs surfaces that may be
used to derive either direct or ambient light. Thereforentteghod must be able to use the last
known estimation of either of the light parameters, if no restimation is obtainable.

It may be advantageous to separate the derivation of thetdight and the ambient light in
regard to the problem of having the camera facing eitherlp@teadowed or lit areas. This
way the method automatically collects samples and usestileither ambient or direct light
derivation. If there is not found sufficient samples of dirkght during the analysis of the
image, the samples will be applied to the linear equatiotesysbut only the ambient part of
the estimated parameters is updated, while the last knowentgharameter is maintained.

If the method is executed, for instance, every 5 second, #t@ad should have enough time
to process the entire input image, but this sets a naturdhblilon of how fast the method can
detect light changes and derive the necessary parametadeinto re-light the virtual objects.

The implementation of the method should instead analysey dk@me lightly, and perform
parameter derivation only if the analysis shows that thedaBmated parameters no longer
coincides with the lighting of the environment. This way thethod should be able to quickly
detect when the lighting of the scene changes and perforipatameter extraction when that
happens.

To ensure that the method does not interfere with the prowgss the rest of the system, it
may be advantageous to execute the entire light estimatiarnhread, that runs autonomously
beside the rest of the tasks in the system. This has the adyatitat the system is allowed to
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perform the other time-demanding tasks, and the disadgarthteat the lighting of the virtual
objects may be behind the lighting of the rest of the scengenlding on the speed at which
the light estimation derives the light parameters.

If the input image is blurred because of camera movementieasly impossible to check if
the lighting of the image corresponds to the last known lgagrameters, not to mention that
a full light derivation is as difficult because of the blur.iloff course depends on the degree
of motion blur in the image. Furthermore, if the system isramted to tracking equipment,
the tracking can not be assumed to be synchronised with thereaframe rate, which means
that during movement the tracking could be imprecise, dsaie the regular imprecision of a
given tracker, making a light parameter derivation furtércult. This means the implemen-
tation should only use images where the camera is still, by fwas light movement.

6.6.2 Suggested Implementation

The above considerations about the implementation of tjie kstimation method, has re-
sulted in the structure of the code shown in pseudo code 1.

Pseudo code The light estimation method, performed autonomously.

1. Acquire current input image, its FOV and its orientation.

2. Generate shadow magr), difference mapA(Z), saturation mapj(z), penumbra map,
k(Z), and derive ignore map.

3. Perform test of random points in image, compare to lashastdZ, and L.

4. If analysis matches last estimated lighting within aovaétd deviation: Exit.

5. Else:

6. Determine which parameter needs to be updated, and i$hested this type of samples
are present in input image.

7. For a set number of pixels: if ignore test accepts pixdljtpao sample stack.

8. Derive light parameters from samples.

9. If current ambient light/.,,, did not match the input: Update ambient light parameter.
10. If current direct light 4, did not match the input: Update direct light parameter.

The test applied in the first part of the execution of the liggtimation method is performed
by sampling the pixel value of various points in the inputg®eaThis value is compared with
what the method guesses should be at that point. The methkesnta guess by using the
current light parameters and calculating how that poinutthdook if lighted according to
that, equation 6.13 is used to make the guess. The meanidawatween the guessed value
and the sampled value is computed for all the input sampégtisses the ignore test.

Before the mean deviation is calculated each sample isifitasto be either an ambient or a
direct light sample from the computed shadow-map. With kiniswledge a mean deviation
can be calculated for ambient and direct light, indeperigéram each other, which makes
it possible to determine if only one of the parameters ne@dste. These separated mean
deviations, together with a count of how many test samples<kssified to either direct or
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ambient, can be used to determine if the input image is disgdeonly one type of the two
sample-classes, and therefore only should update one tiithgarameters.

6.7 Test of Concept

In the following section the method is tested using simulatata, to verify if the suggested
light estimation is sufficient to determine light paramster

The simulated scene shown in Figures 6.4 to 6.9 is used tfy viethe suggested light estima-
tion method works on ideal data.

The test will include three images, that has the same mdiivieare lighted differently. The
light estimation method will be applied to the test imagesl the resulting parameters will be
checked if they match the changes applied to the light paesibetween the images.

The images used in the test are seen in Figure 6.13.

@) (b) (€)
Figure 6.13: The sample points are plotted into the simualaialine input image (a), which matches

the image shown in Figure 6.5a. Image (b) has half the powéhdadirect light, and image (c) then
has half power to ambient and a changed light direction

The lighting of the scene consists of two parts:

» Direct light source

» Sky hemisphere

The test scene is rendered in Discreets 3D Studio MAX 7, usiadight tracer configuration
for advanced lighting.

Test Case 1

In Figure 6.13a the test image for the first case is seen watlvdhous sample points, plotted
with yellow dots.
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In test case 1 the following configuration of the scene isiadpl

—0.37
Direct light vector:| 0.657
0.657
0.949 1
Sky light colour configuration] 0.949 |, Direct light source colour] 1 |,
1 1

These data are used in equation 6.14, where a computatiois yiee following estimation of
the light parameters:

2.983 3.279
k-L,=| 2974 | andk-L,=| 3.302
3.116 3.325

If the parameters of - L, is measured against the source of the ambient light, the eky-h
sphere, it is apparent that the estimated light matchesgheffom the sky hemisphere, by a
scalar, as it can be seen that the ambient light is measureel $tightly more blue than the
other colours, which was the same colour composition of kigdhemisphere.

Test Case 2

In Figure 6.13b the lighting parameters are changed andeiies performed again on the
new image and the results are compared to determine if thieothé$ detecting the change
correctly.

The incoming lights direction and sky light colour is uncbed, while the direct light source
is scaled to half power:

0.949 0.5
Sky light colour configuration] 0.949 |, Direct light source colour] 0.5
1 0.5

A processing of the new data in equation 6.14 yields the Wiolig estimation of the light
parameters:

2.983 1.64
k-Ly=1 2974 | andk- Ly = 1.59
3.116 1.612

If the resulting light parameters for the analysis of image @mpared to the light parameters
for image 1, it can be seen that the method measures the tiglecthanges in the radiant
power correctly up to a scaling factor. When the light intgnasf the source is scaled to half,
a similar change is measurable in the derived light paramete
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Test Case 3

In the third image the light direction and the power of the @anblight is changed in the
render.

In Figure 6.13c the third test image is seen. The samplingtpemains the same.
The direct light source colour configuration remains at paiker.

—0.592
The incoming lights direction is changed tp: 0.5864

0.553

The sky light colour configuration is scaled to half powerjle/the direct light remains at half
power.

0.475 0.5
Sky light colour configuratior: 0.475 |, Direct light source colour] 0.5
0.5 0.5

A processing of the new data in equation 6.14 yields the fiollg estimation of the light
parameters:

1.49 1.653
k-L,=1 142 | andk-L,; = 1.76
1.55 1.665

The parameters estimated in the third test confirms that #esorement of the ambient term
matches the changes in the scene. Furthermore the tests¢hidit the direct light estimation
Is correct, as it roughly estimates the same scaled radaangpas in test 2.

The data sampled at the various sample points can be seempenéix C.

Summary

The light estimation method presented in this chapter, sethéhe following assumptions:

The lighting of outdoor scenes can be simplified to a lodaimination model, with the
sun as a single directional light source.

The sky-dome visibility from all points in a scene can becpraputed into an ambient
weight factor.

» The sun direction can be computed using a sunlight-model.

» The scene contains diffuse surfaces. Where masonry bggdire considered diffuse.

From the offline process, an albedo map, diffuse reflectiop amal geometry of the environ-
ment is provided.
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With these information, the following information can bdeleined:

* The weighted ambient map, by intersection-testing allisphere directions at all map-
ping points in the scene.

« A shadow map calculated from sun direction and scene gegmet

« A normal map by lighting the scene from principal direcgon

The light estimation methods mode of operation is, to saraglizen set of points in an input
image of the environment, and use the above informationteibsh the light parameters that
lights the scene.

Each sample point is only used in the estimation if the follmyconditions are met:

* The sample point is present on the diffuse reflection map.
* The sample point is neither over-exposed nor under-expose
» The sample point is consistent with the albedo by a colouficeum scalar.

* The sample point is at a given distance from a the edge of@osha

An aspect of the lighting of a given scene that has not beeentako account during the
development of the system, are the powerful light reflestivom highly reflective surfaces,
like windows. When sunlight is reflected onto these surfélcey reflect onto the areas that is
normally accepted as sample points. These sources of @dtembr can not be masked away
by a map provided from an offline process, as the reflectiotisdrscene are never static, but
dependent on the suns motion on the sky-dome.

In order to take these reflections into account the methoddwoeed knowledge of which
surfaces in the scene are highly reflective, and calculaeetthections they, from the sun di-
rection, would cast on the rest of the environment. From this areas affected by the sun
could be identified. The points in the scene at which theseatgfihs are affecting the mea-
sured value are then written to another map that is takentir@ddgnore test. To generate
the map with these reflection, the shadow volume techniqukldme considered, where vol-
umes are created from all reflective surfaces in the refledicection from the sun. Such a
modification could be considered as a reflection volume.
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CHAPTER /
Shadowing

In this chapter various shadow algorithms are presentedcti®e 7.1 briefly describes the
most commonly used shadow algorithms. One of these arercharsase in this project, and
will be described in details in section 7.2

Shadows are an important element of realism in AugmenteditiRelln 3D images shadows
are essential to provide the viewer with visual cues abojgabliplacement. In Figure 7.1 the
importance of shadows in providing a sense of object plaotoan be seen.

(@) (b) ()

Figure 7.1: Three illustrations of shadow importance. Theot has the same placement in all three
figures. (a) Object with no shadows. Viewer has no sense oépiant. (b) Object is distant from the
viewer. (c) Object is closer to the viewer.

The terminology used in this section is illustrated in Fegit2 on the following page. Oc-
cluders are objects which cast shadows onto receivers. &mlarfully shadowed region and
penumbra a partially shadowed region.

When dealing with real world shadows, many of the princijpheshadow methods often used
in real-time graphics will not appear realistic, becausy tre constructed for a limited num-
ber of ideal point light sources. Complex real world liglgtscenarios are composed of many
area light sources. Outdoor scenes are lit by both diredighirbut also atmospherically
scattered sunlight, which is a very large area light souheendoor scenes walls, floors and
windows all constitutes light sources. All of these fact@sult in both multiple shadows and
shadows with soft edges.

Generating correct shadows calls for a detailed analysésgiven scene, determining which
surfaces, both light sources and reflective surfaces, ibotérto the irradiance at a given point
in the scene.
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light source

occluder

\/N

-

umbra/
shadow

receiver

penumbra

Figure 7.2: Shadow terminology: light source, occluderaiwer, shadow, umbra, and penumbra.
(Image by [Akenine-Méller and Haines, 2002]

7.1 Methods

Shadows in a scene are areas that are in some way occludedd&omilluminated by one
or more light sources in the scene. The straight forward wagietermine if an area is in
shadow, would be to apply ray-tracing. This entails to sliags from every visible point in
the scene to every light source in the scene, and test if ylsamgersect any object. If the rays
intersect objects, the point the ray was shot from is dampbgehe factor the occluded light
source added to its radiance value. This approach will predorrect shadows for point light
sources, but it is a slow method, with limitations.

To achieve realistic shadows the concept of global illutidmamust be taken into account,
where shadow areas are not only lit by the light sourcesteisibm the shadowed surface, but
also by the light reflections on other surfaces. This is paldrly important in indoor scenes.
In this project, an outdoor scene is being augmented, wheredncept of local illumination

is a acceptable approximation, as the sun is the domindritdmurce, and can be treated as a
directional light source.

7.1.1 Shadow Mapping

Shadow Mapping is originally developed by Lance Williamsl[\aims, 1978]. Shadow Map-
ping creates realistic shadows cast by arbitrary geomebjects if sufficient shadow map
resolution is given.

The basic idea in Shadow mapping is to put a camera in the@ositthe light source, and let
it record depth information from that point of view. This dlepnformation is then compared
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to the depth information from the users viewpoint, and itasgble to ascertain which areas
of the scene that is in shade, and which areas are not. Thigpbis illustrated in Figure 7.3.

(@) (b) ()

Figure 7.3: The eye viewport (a), and light viewport (c). lrmdow volume, all points on the surfaces,
that are not visible from the lights point of view are in shado

The algorithm is simple. The scene is rendered from the mdiview of the light source. The
depth buffer of the render is stored, and projected onto ¢kaesNow the scene is rendered
from the cameras point of view, and at each fragment, theeptejl depth texture is compared
with the current depth buffer. If two compared depth valuesthe same the area is not in
shadow.

The quality of the shadows created with the above approagterdls on the numerical pre-
cision of the depth values and the resolution the shadow raepsendered with. The use
of shadow maps forces the developer to make a trade-off lketwerformance and shadow
details, the higher details/shadow resolution, the lovegfggmance.

Given infinite resolution and precision the shadow mappirghod would produce perfect
shadows, but practically this is not the case, and shadovwpimgjas artifact problems, which
IS seen as areas that are incorrectly shadowed or has jalggeoves.

7.1.2 Shadow Volume

Source: [Akenine-Mdller and Haines, 2002]
Shadow volumes is one of the most commonly used real-timgosheasting algorithms today.

The idea in shadow volumes is to cast shadows onto arbitigjgcts by use of a volume
spanned from the objects silhouette. From a given point&epwhich is the light source, a
volume is created by finding the silhouette of the objectithtd cast a shadow, and extruding
a 3D volume from the light source through the silhouette fmitowards infinity. The part of
the volume that is on the other side of the light occludingeobihan the light, is a volume
of the shadow, the object will cast. The volumes themselvegarely theoretical, and thus
invisible to the camera in the scene.
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Figure 7.4: The Occluder object is creating a shadow voluthe,areas in shadow are those surfaces
inside the volume, which can be determined with the stenéfitb

The implementation of the Shadow Volume method is to follomyathrough each pixel until
the ray hits visible objects on the screen. While the ray igoway to this object, a counter is
incremented each time it crosses a front facing face of asshadlume, meaning the counter
is incremented each time the ray goes into a shadow. Eachthigmay crosses a back facing
face of the volume, the counter is in the same way decremgtdesignify that the ray is
outside a given shadow. When the ray hits the object to bdayjieg, the counter is checked.
If the number is greater than zero, the pixel is in shadowadherwise it is not. An illustration
of the Shadow Volume is seen in Figure 7.4

7.1.3 Radiosity

Source: [Elias, 2003], [Akenine-Moller and Haines, 20Q0Rkttle, 1999a], and [Nettle, 1999b].
Radiosity is a global illumination technique, that is usedletermine the light distribution
in a scene. The classic radiosity method subdivides aneestene into small patches, and
computes the form factor between all surfaces. The fornofat#scribes how much light is
distributed between the various patches in the scene. Thesity is calculated by setting all
the patches up in a matrix, that has as many rows and columihe@gsare patches, making
the radiosity am? problem.

The basic principle in radiosity is to remove the distinotietween objects and light sources.
All surfaces in radiosity is considered light sources, ahgatches are lit by the patches that
are visible to them.

There are several methods that can be applied to radiossder to accelerate the radiosity
calculations. One of these is to render the view from all Iped¢c and let these renders dic-
tate the illumination value of each patch. This is done iresgvpasses, where the light is
distributed around the scene for each pass. This is illiestria Figure 7.5, where a scene of
patches is lit by the light visible from each patches viewpoi
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(@) (b) ()

Figure 7.5: (a) A scene lit after 1st pass. (b)The view frormbt ppatch after 1st pass. (c) The scene
lit after 2nd pass. The incident light on the patches aftdrpbss lets otherwise occluded patches see
light, and the rest of the scene is already lit in the 2nd p§skas, 2003]

7.1.4 Discussion

The application of the system developed in this project tsloor scenes. This means that the
type of shadow casting needed is a sharp shadow, as the sheadstby the sun.

The algorithm used in the system should also be able to perfall with a high frame rate.

Furthermore, the sun can be approximated into being a direddight source, when the scene
is confined to a local area, so the algorithm must be able terpakallel projected shadows.

The system should support objects that may be moved, and sathe time a light source that
moves, as the sun.

This sums up to the following requirements to the shadowrélya:

1. Sharp shadows

2. Fast

3. Directional light support

4. Movement support

In table 7.1 the advantages and disadvantages for each aristbeen.
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Method Advantages Disadvantages

Radiosity Realistic light for diffuse surface Slow

Can be accelerated in hardwargBad point source handling
Bad handling of shiny surfaces

Shadow Volume | Modifiable to soft shadows Requires closed meshes
Very sharp shadows Mesh-computations per-frame
Self-shadowing

Shadow Mapping | Sharp shadows Prone to visual artefact’s
Fast

Modifiable to soft shadows

Table 7.1: Problems and advantages for the various shadgarihms.

In a system where sharp shadows are needed, and there isroimadolight source, Radiosity
is not the obvious choice. If radiosity is to support sharadgiws and movable objects at the
same time, it would require either a very fine patch-sub@dithesh of the entire scene, or a
very smart adaptive real-time subdivision of the mesh incth@rast area between the umbra
and fully lit area. In both cases it would require massivewaltions each time an object is
moved. An advantage is that if the sky including the sun is elled as a hemisphere, the
shadowing of the objects will be very realistic, but at thpemse of performance.

Shadow Mapping and Shadow Volume are the obvious choicer Wiel shadows are to be
simulated. Where the speed of the Shadow Volume is very mapbkritent upon the size of
the mesh that casts a shadow, as it processes the entire awshiree it creates a shadow
volume. The shadow mapping however is not dependent direntthe polygon count of the
mesh, only in the speed at which the graphics card is ableais the scene objects.

Movement of the object does not require re-computation efwblume, because the light
source is assumed directional. This is at the same time arfiit eases the computation of
the shadow volume, as it is normally dependent on finding #ator for each vertex to the

light source.

Shadow Mapping is prone to visual artefact’s, which regextea processing to avoid. Another
issue is that the shadow mapping requires a high resoluwi@vdid shadows with a jagged
look. One way to avoid it is to have a camera following eacleobjn the scene, but this
creates problems if these objects moves close to each other.

Shadow Volume is a flexible solution, requiring some per gaomputations, which can be
accelerated. Shadow Volume meets the set requirementdyaanbeen chosen for shadow
casting in the system. The following section explores Shadolume in further details and
describes how it has been implemented in the project.

7.2 Shadow Volume

Source: [Heidmann, 1991], [Carmack, 2000], [Surdules©032and [Beam, 2004]
When using the Shadow Volume method, there are a couple Béobas to meet. Before the
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completion.

shadow volume can be generated for an arbitrary objecte e certain processes needing

A shadow volume is generated by first detecting the edges ieshnthat bounds two faces
with differing facing in regards to the light direction, .i.the edges between front-facing and
back-facing faces in the mesh. These edges are the sileagdges of the object.

This detection is performed real-time each time the shadwwwe is generated. The gener-
ation of the shadow volume is performed by extruding the sdgeards infinity. If the edge

spanned between vertex anduv,, is detected as a silhouette edge, and the the position of the
lightis the extrusion of the edge to a volume, would be a quad withah@¥ing coordinates:

Q = {v23, Vag, (vaz — 1) - K, (vo3 — 1) - k}

(7.1)
An illustration of equation 7.1 is shown in Figure 7.6, ancdéume extruded from the silhou-
ette edges of a model is shown in Figure 7.7

/4 Vo3 + (Vo3 - 1)k
/// \

—

\
\\

\\\\* Va2 + (Va2 - 1)k
Figure 7.6: The Quad Q is generated by edge extrusion in tip@sife direction of the light sourde
and scaled by the constaht

In order to detect all silhouette edges real-time from areciisj mesh, a tree of all vertices,
faces and edges must be generated in order to perform thetidete

It is also important that there are no holes in the mesh. WHgD aditor writes a mesh to a
file, there can be several vertices positioned in the sanmg,paith differing normal direction.
These vertices must be welded in order to speed up the stleodetection, and since the

normal of the faces are the only normal data usable in theoshadlume, this process does
not discard important information.

When all faces and vertices have been setup in a tree, alsduje/een the vertices are de-
tected. The edge contains information of which verticessippanned between, and which faces
it is bounding, these information are important later, wttensilhouette edges are detected.

In the online process, the edges that marks the silhouetteeaibject, from the light sources
point of view, must be identified. When these edges are kntively,are extruded to infinity to
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= i

Figure 7.7: A shadow volume extruded from the silhouettegdd a model.

create the volume. All rasterised fragments appearingét$ie volume is dampened to create
shadows in those areas.

As the welding of vertices and edge identification is during offline process, these are not
tasks that need to be optimised, to the same degree the tedikee The silhouette extraction
is the task where the greatest performance gain can be adhierough optimisations, as the
straight forward way to perform the task would be to loop tlylo all faces in the mesh and
determine if they are front facing or back facing. If this gess could be optimised, the shadow
volume would be able to perform faster, and support biggestree.

The common way to implement shadow volumes in order to ateléhe process, is to make
use of the stencil buffer, present on any common 3D acceler&tencil test is an extra func-
tion closely coupled with the depth test. The stencil addbtexhal non-displayable bit planes
to determine the stencil value of a pixel. The stencil valae lse used in the same way as the
depth value to accept or reject rasterized fragments. Wietiling is enabled, the stencil
buffer is updated by comparing the stencil value of eachlpixa set reference stencil value.
A pixel is only rendered if the stencil test passes.

The method to determine if a point is inside the shadow volusjéAs earlier mentioned, to
shoot a ray from the viewpoint to the point, and count how m@amgs a volume is entered,
and the number of times a volume is exited. These enter and@xnts are performed until
the first rasterized fragment is reached, that is, the fisstatisurface.

In 1991 [Heidmann, 1991] developed an algorithm, called'Eypass” algorithm, that made
use of the stencil buffer to keep track of the enters and @xitand out of a shadow volume.
The traditional shadow volume method using the stencil lodifias requests that the scene
is first rendered only to the depth buffer, this state of thgtllduffer is then locked, so no
further depth writing is possible. The next step is to sethgstencil comparison function to
always pass, which allows the shadow volumes with respebietoarious light sources to be
rendered.
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7.2. SHADOW VOLUME

The rendering of the shadows is performed by first rendetegfitont faces of the shadow
volume, where the stencil function set up in such a way thasthancil values in the buffer is
incremented where both the stencil and the depth test pabgeis the counting of thenters
into the volume. The second pass is to render the back fadhs sblume, and decrement the
value in the stencil buffer in those points where both thetldepd stencil test passes, which
equivalent the counting of thexitsout of the volume.

The resulting stencil buffer contains zero in the spots wher volumes are present, or the
view ray has entered, but also exited a shadow volume. Theisbeiffer contains the value 1
or more in the points where the the view ray did not exit allvogs it entered.

The contents of the stencil buffer may now be used to dampepdnts in shadow according
to the power the light source that is now occluded added tedhee of each point. If more than
one light source is present in the scene, the procedureferpexd for each light source, and
the resulting shadow areas are dampened according to how eaat light source occluded
from the point added to it.

The algorithm is illustrated in Figure 7.8.

ﬂ
A
i

(@) (b) (©

Figure 7.8: The shadow volume algorithm, a scene with 2 abjeme occluded by the volume (a). In
the first pass (b), one back border of the shadow volume iseteand in the second pass (c), the
front border is detected.

The Z-pass algorithm has the structure seen in pseudo code 2:

The above procedure works well as long the camera in the ssengside the area enclosed
by the shadow volume. If the camera moves inside the voluheepéass that processed the
faces closest to the eye fails, as they can not be seen frode ithee volume.

This shortcoming is addressed by using a different versfahe shadow volume algorithm
called the "Z-fail" algorithm, which is also known as "Cartk& Reverse"”, as [Carmack, 2000]
developed it. The "Z-fail" algorithm is similar to the Z-gaalgorithm, except for the second
and third step, as seen in pseudo code 3.

The difference between the two approaches is that in thes&-plorithm the lit/shadowed
status of the various point of the scene is computed from #meeca towards the back of
the scene. In Z-fail the scene is computed going from the lodidke scene towards the
camera, which is indifferent to the situation where shadolume faces are clipped by the
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Pseudo code Zhe Z-pass algorithm.

1. Render scene with current light source turned off. Thislees the colour buffer as if it is
all in shadow from the current light source, as well as wgtthe right depth values to the
depth buffer.

2. Disable colour buffer and depth buffer writing.

3. Render all shadow volume front faces, increment stemniebfor all points passing depth
test.

4. Render all shadow volume back faces, decrement steritgrtbar all points passing depth
test.

5. Enable colour buffer and depth buffer writing.

6. Turn on light, and render scene. Colour writes are ontynad at stencil buffer points with
the value 0.

Pseudo code J'he Z-fail algorithm.

1. Render scene with current light source turned off. Thislees the colour buffer as if it is
all in shadow from the current light source, as well as wgtthe right depth values to the
depth buffer.

2. Disable colour buffer and depth buffer writing.

3. Render all shadow volume back faces, increment stenttérior all points failing depth
test.

4. Render all shadow volume front faces, decrement steuafféofor all points failing depth
test.

5. Enable colour buffer and depth buffer writing.

6. Turn on light, and render scene. Colour writes are onbyadld at stencil buffer points with
the value 0.

near frustum viewing plane. Furthermore the Z-fail algoritrequires that the shadow volume
is closed, which means that additional polygons must bedcisidiae top and the bottom of the
volume from the outline defined by the shadow volume calautat This means that the Z-fail
algorithm requires more polygons drawn to the screen, atiérefore is a slower algorithm
than the Z-pass. The normal approach is to detect when therpassibility that the camera
may enter a volume, and in that case switch between the twairtyaalgorithms, for speed
purposes.

In this project the Z-fail algorithm has been chosen as drgwlgorithm as it, though a bit
slower, always draws the shadows correctly.

7.3 State of the Art

This subsection explores which methods may be used to gg&tithie silhouette extraction
process that is executed for each frame the light has moved.
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Fast Backface Culling Using Normal Masks

Source: [Zhang and Hoff(lll), 1997]

The paper by [Zhang and Hoff(lll), 1997], "Fast Backface ldgl Using Normal Masks", in-
troduced a new method to, in the render routine, quicklyrfét@ay the faces that are back
facing in regards to the camera viewpoint. The operatiorerfopmed by adding one logical
operation test per polygon processed. The method intreadacermal mask where each bit
is associated with a cluster of normal directions. The nethnode of operation is to test the
facing of the clusters that all faces has been added to, tisteck that fails the test and are
considered as backfacing will be encoded into the normaknsasthe polygons that belongs
to these clusters are filtered during the draw operation.

Efficient Perspective-Accurate Silhouette Computation

Source: [Barequet et al., 2001]

The [Barequet et al., 2001] method consists of setting uw piarallel planes through the ob-
ject. A preprocessing of the planes representing all thesfat the geometry ensures that all
faces may be classified as silhouette quickly from a querggead from the current view
dependent plane. The orientation of the different facesrsetcted is detected, and taking the
view direction into account(View query plane) returns whezlges are silhouettes.

Hardware-Determined Feature Edges

Source: [McGuire and Hughes, 2004]

[McGuire and Hughes, 2004] suggested that by convertingaklper-edge computations to
local/per-vertex computations a feature edge detectgorihm running entirely in hardware
can be implemented. This is used to create screen spaceaicoata end caps. An application
of this is hardware-based silhouette extraction, which lsarused to generate the volumes
used in the shadow volume method. The drawback of the meshih@i the size of the vertex
program used to implement the method makes it slow down tirerugeneration GPU, with
a resulting substantial loss of rendering speed.

7.4 Implementation

The methods described in the previous State of the art sectay be used to accelerate the
detection of the silhouette edges in the shadow-castingpmes
7.4.1 Offline Processing

While the [McGuire and Hughes, 2004] method is the fastésgquires a next-generation
graphics accelerator in order to give a performance boost.
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The [Barequet et al., 2001] method produces a good appréxim#o the silhouette of an
object which may be extruded to produce the shadow volume.

The [Zhang and Hoff(lll), 1997] method gives a measurabléopmance boost of up to 200%,
and can, with minimum alterisation, be made to filter awaylai$ters of faces that are certain
to be either front facing or back facing in regards to thetlggurce from silhouette computa-
tions.

In the implementation of the shadow volume the [Zhang and(HIBf 1997] method will be
used in a modified version to quickly determine during volwreation which edges of the
volume that is to be extruded.

@ Untitled - augmentor-mfc-0.2 EHED_T\

~Sunlight mode] ~
hour § min ¢ sec
1z |6 15
day { month ] year

iz [5 [aom5

< i
arimation stopped

Figure 7.9: The Shadow Volume implemented in the augmersoreivork, where the shadow casting
is set to match the sun position delivered from a sun-model.

In the initialisation process of the shadow volume, the ntleahis to cast shadows is processed
to determine all edges in the mesh, and which faces they ayhbwuring.

This generates an edge-list, face-list and a vertex-lise @dge-list contains information of
which two faces it is between, and which two vertices it isrspl by.

The preparation of accelerating the silhouette deteci@one by segmenting the unit sphere
into clusters of different directions, and test all facesvtoch cluster they belong. A cluster-
list is generated that contains information of which facas heen detected as belonging to
which cluster. This concludes the mesh-preparation fosta@ow volume.

7.4.2 Online Processing

A cluster represents a set of directions. When the shadaywn@must be generated during the
drawing of each frame, the clusters are tested if their loedour corner directions, which
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represents the extremes of the directions the clusterseptg are either back facing or front
facing. If the corner directions of the cluster are all detieved to be either back facing or front
facing none of the faces in the cluster needs to be testedfand silhouette edges.

The clusters whose corner directions are tested to not aither back or front facing, contains
faces where some has edges that are silhouette edges. Tdwedadhe faces contained in the
clusters classified as silhouette clusters are then testeel silhouette edges, and a silhouette
edge list is generated.

All the edges contained in the silhouette list are extrudeahtinity(in this case infinity is
defined by the distance to the far clipping plane), and themelis capped in both ends.

Another aspect that is taken into account in the generatidheoshadow volume, is that the

light that casts the shadow is assumed to be a directiorfdlsigurce. This fact can be used
to optimise the silhouette detection, as the silhouettatimeted through parallel projection,

instead of the traditional perspective projection thatssally used when casting shadows
from a point light source. The use of directional light sirfips the facing test for each face,

as the light vector remains the same for all faces in the mesth,therefore does not need
recomputing for every face.

When the shadow is cast from the virtual object on the virguaund of the augmented scene,
the shadow is cast on geometry that is not visible. The gegymepresents the scene that
the virtual object is displayed on top of. In order for the dhwa to realistically cast a virtual
shadow in the real environment, the geometry that represeavideo input is rendered only to
the depth buffer, while the real image is rendered to thewdaffer instead of the geometry.
When the render pass where shadow is to be displayed the witege is dampened so it
represents the last measured ambient value.

In Figure 7.9 the implementation of the shadow volume is sedere the shadow casting is
set to match the sun position delivered from a sun-model.

Summary

Shadows are in the context of this project used for the falgwpurposes:

» Shadow casting from virtual objects put into a real sceneeahgeometry.

» Shadow casting from environment geometry, used to genénatshadow map for the
light estimation and environment map re-lighting partshaf system.

To generate shadows, the shadow volume method has beeedhpytiere the implementation

uses the Z-fail algorithm to ensure the shadows are viewpaddent. A clustering technique
usually applied to culling problems has been utilised ineoitd speed up the online shadow
volume generation.

The implemented shadow volume is used to cast shadows fromtlhe virtual objects that
are augmented into the scene, and to cast shadows from thalv@nvironment geometry
that represents the environment of the real scene. The wisaglenerated from the virtual
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environment are used to determine which parts of the realesaee in shadow and what is in
direct illumination from the sun. This information is usedthe light estimation part of the
system as well as in the environment map re-lighting part.
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CHAPTER 8
Shading

This chapter discusses how the light parameters measurétkihight Estimation, may be
used to shade objects. A method will be presented, and Bescri

The system developed through this project estimates thérigof a real scene, through anal-
ysis of images of the scene. The result of this light estiomis an ambient and a direct
light parameter. These parameters can be used to shadetaargrdibject using a given local
illumination model. Using a local illumination approachstoade an object rules out the possi-
bility to let the lighting of the object be shaded by light Inmes on the surrounding geometry,
which is an important aspect of lighting objects realidtjca

Simulating the properties of Global Illumination is a nomal task, in non-real-time and

especially in real-time. One way to simulate Global Illuation in real-time is to obtain an
environment map of the surroundings from the position ofdbgct, and calculate how the
lighting from the environment influences the lighting of thigiect in different directions, by
hemisphere integration on all pixels in the environment nTdge result of this computation is
an irradiance environment map, that can be used to shadgect adal-time by a look-up in

the irradiance environment map.

In this project, the approach is to re-light an environméimédo map, using the light parame-
ters obtained from the light estimation method.

The resulting environment map is used in conjunction withreadiance volume, that can
approximate the light affecting an object at different plsm an environment.

The following section describes Global Illumination, ammivhshading is performed using a
global illumination model.

8.1 Global lllumination Shading

In global illumination methods the problems associatedth fatal illumination are addressed.
Classic ray-tracers simulates light reflecting only ondeeath diffuse surface, with global

illumination the many reflections of light bounces arounccang are simulated, to create a
more realistic virtual light.

Each object in a ray traced scene must be lit by a light souncie fo be visible, in a globally
illuminated scene an object may be lit simply by its surraongd.

When light hits a surface, some of the light is absorbed, amdesis reflected. The surface
properties of the object determines how much light is redléctSurfaces that have been il-
luminated acts as light sources themselves. Classic aayag can not be used to simulate
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global illumination, because ray-tracing only handlespbght sources. So to perform global

illumination with classic ray-tracing each emitting suwdamust be subdivided into an infi-

nite amount of point lights. This means that diffuse suréalsecomes an infinite number of

point lights when illuminated, and illuminating other sacés from those point lights becomes
difficult.

8.1.1 Bidirectional Reflectance Distribution Function

Source: [Akenine-Moller and Haines, 2002]

A Bidirectional Reflectance Distribution Function (BRDFE)a function that describes how
light is reflected from a surface, it is used to describe ntproperties. Input to the function

is incoming and outgoing azimuth and elevation angles, assored on the surface. The
wavelength of the incoming light is another input, which gualent to the colour of the

light.

The BRDF returns a unit-less value that signifies the amadiamiergy reflected in the outgoing
direction, based on the incoming direction.

The BRDF is a relation between incoming and outgoing radiabat does not explain how
materials physically interacts with light.

An important property of the BRDF is thidelmholtz reciprocitywhich states that the input
and output angles can be switched, and the function valueesilain the same.

The BRDF is an abstraction that describes how light interaxth a surface, but it is also an
approximation of a more general equation, the Bidirecti@aface Scattering Reflectance
Distribution Function (BSSRDF). The BRDF does not include scattering of light within
the surface, which can be seen in e. g. marble. BSSRDF irglindse properties, but only
handles reflections of light, not transmission of light thghb the surface. This can be handled
with two BRDF’s and two BTDFs (T for Transmittance), by defigione of each to the two
sides of the material, which makes the BSDF (S for Scattgring

With a BRDF and an incoming radiance distribution, the réélace equation gives the outgo-
ing radiance for a given viewing direction, relative to theface. This is done by integrating
the incoming radiance from all directions on the hemisploerthe surface:

L(6y, 60) — / / F(Bor d0s 01, 60) L(0:. 6:)cos (6,)dor (6, &) 8.1)

Subscripti ando are the incoming and outgoing (view) directions. Th&nction is the radi-
ance travelling in a given direction, arfds the BRDF. The integrals indicates an integration
over the local hemispheftefor the surface. The utilisation of the equation is, for aledtions

on the surface, to determine the incoming radiance, muliiplith the BRDF for the incom-
ing and outgoing directions, scale it by the incoming angléhe surface, and integrate. The
result of this operation is what radiance is seen for a givewiwng direction.

The Lambertian BRDF is the ideal diffuse, which can be usedddel the appearance of rough
surfaces, with the characteristic that they reflect lighiadly in all directions, see Figure 8.1.

90



8.1. GLOBAL ILLUMINATION SHADING

surface

Figure 8.1: The Lambertian BRDF. Surfaces with this BRDRtsea light equally in all directions.

The Lambertian BRDF is given by:

fol@iyw) =2 (8.2)

This equation is independent of bath andw,,, the constanp, is the reflectance, or albedo,
and ranges from 0 to 1.

The counterpart to the diffuse BRDF is perfect specular BRD#e ideal specular BRDF
models perfectly smooth surfaces. This surface reflectisgali in exactly the exact mirror
direction, as in Figure 8.2.

K\

Figure 8.2: The perfect specular BRDF. Surfaces with thiDBRscatters light only in the mirror
direction

The specular BRDF is given by:

— —

Ps Wr = Wo

8.3
0 &£ (8:3)

fs(Wi, wo) = {

wherep; is the specular reflection (in the range 0 to 1).
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8.2 Shading algorithm

In this project a Global Illumination shading method will bged to shade a virtual object set
in a real scene. To accomplish the task of merging the reattadirtual parts of the image,
the real image must affect the virtual object, and the virblgect must affect the real scene.

The virtual object must be shaded according to its surrogslin the image. The virtual
object and real objects must also affect each other withr #igidows, for the illusion to be
convincing.

The lighting of the surroundings are calculated, and the ligarameters are stored in an envi-
ronment map, through an environment map re-lighting pmces

To shade objects from an environment map various methodsbmapplied. A popular ap-
proach is to convert the environment map, to an irradiangg like [Debevec, 1998], and use
the obtained irradiance map as the diffuse shading of arcobJéis approach does not take
into account that if an object is moved around in the envireninthe lighting of the object
changes depending on its position. An example is that if ggobis moved close to a coloured
wall, the colour of the wall will bleed onto the lighting ofdlobject. The [Debevec, 1998]
method does not handle this aspect, as the basic assumptiba method is that the light
present in the environment map, or radiance map as it isccialldhe method, is all equally far
away.

An algorithm that supports movement in a scene, that cangehidre effects surroundings light

Irradiance Volume is usually used as a supplement to gldlmhination algorithms. The
Irradiance Volume method approximates the lighting of a@irewirtual scene in advance. The
method then analyses the scene, and shades objects agboriihis is a very fast method to
shade objects based on their surroundings.

The lighting of the real scene is measured, by creating ama@ment map of the surround-
ings. The irradiance volume is modified to sample the ragignem such an environment
map, and used to shade the virtual objects in the scene, gartaih the lighting of the
surroundings.

The following section discuss how the light parameters iobthfrom the light estimation
part of the project are translated into an environment mag@fgiven scene, afterwards the
Irradiance Volume is examined, and the modification to usg@mment maps is discussed.

8.3 Environment map Re-lighting

When an environment map has to be re-lighted for a given steeee are various ways to do
it.

One way would be to map the albedo map to the geometry of tilesaad set up the rendering
library to shade the scene using the direct and ambient gaeasnestimated from the images
of the scene. This scene is then rendered to an environmgnt ma
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Another way is to assign an albedo value of 1 to all surfaceh®fenvironment geometry,
and shade the environment using the aforementioned lightipeters. This is rendered to an
environment map, and represents an irradiance environmaot

Both of these methods has the disadvantage that if the leylainpeters are of a certain power,
the power they will affect the scene with may result in an emvwinent map that is over-
exposed. This can be rectified by rendering the environmeapisnm different powers of the
light sources, and assembled afterwards to an environmamivith a high dynamic range.

A method that will not be limited by the Low dynamic range rendg capabilities of a real-
time graphics library, is to use the rendering equation efshading model used to estimate
the lighting of the scene. By rendering the environmentgigie same model as used in the
estimation will arguably also lead to the best reconstamcdf the lighting of the environ-
ment. The rendering using this model is performed per-pesdl does not use the rendering
capabilities of a graphics accelerator.

The shading model used to estimate the lighting of the s&ene i

P@) = k- ) (c(f) Lo+ 8(%) - Lg - (((Z) o f)) (8.4)

™

P(Z) is the pixel value resulting of the model, the value equntdehe radiant power at
various points in the scene scaled by a factor. The conktarthe scaling factor to all radiant
energies, and is linked to the light parameters estimated the light estimation method.

If the estimated direct and ambient light parameters areteein”, and P,, respectively, they
are denoted by the following parameters in equation 8.4:

P,=k-L, (8.5)
Pi=k- Ly (8.6)

whereas the light model can be written as:

p) = L) (c(:?) P, +s(7)- Py (() f)) (8.7)

™

pa(Z) is the albedo at point in the scene, while(%) is the weighted ambient term at point

Z. Both of these parameters are stored in environment magisath also used by the light
estimation method.

s(Z) is the shadow map that can be calculated real-time by theoghaolume. The shadows
of the environment cast by use of the shadow volume are redderan environment map,
where points in shadow are black, and points in direct lightvehite.

1(Z) is the surface normal at poimtin the scene. The surface normal is obtained by rendering
a normal environment map, using principal direction diwl colouring.

l'is the light direction computed by the sunlight-model.

The various maps used in the re-lighting of environment ntapsbe seen in Figures 8.3 and
8.4

93



CHAPTER 8. SHADING

()

(b)

Figure 8.3: An albedo environment map (a), is used in the taeaof a new environment map (b)
representing the estimated light parameter values. (Qldis a weighted ambient environment map.

(@) (b) ()

(@)

Figure 8.4: The shadow (@), positive directions (b) and niegadirections (c) environment map.

A disadvantage of re-lighting an environment map with thedsiig model from equation 8.7 is

that surfaces that originally where non-diffuse are réikgl as if they are. But as non-diffuse
surfaces are most likely view-dependent, a re-lightingaisheir reflectance function, would

entail, that the environment map would have to be re-liglgeery time the object, that is

shaded by the environment map, is moved within the envirarin#es there is no reflectance
function known for the non-diffuse surfaces in the sceney tare in the re-lighting phase
assumed to be diffuse.

When re-lighting an environment map, the sky is a factor thatnot be recreated if elements
like clouds and the colour of the sky is to be recreated. Tharaption made in the re-lighting
of the the sky, is that the ambient value estimated in theesogpresents the mean intensity of
the light affecting the scene from the sky. Based on thisrapsion, the sky-colour is during
re-lighting set to the estimated ambient value.

When creating a shadow environment map, as seen in Figuree8l4ime, an approach is to
use the shadow volume algorithm, used in the system, to badbsg/s from the environment
geometry onto itself, rendering the shadowed areas as,ldadke lighted areas as white. To
convert the shadow images, that is rendered real-time imGpgto an environment map, a
virtual camera can be set up in the point in the virtual sc&ne) where the environment map,
that is to be re-lighted, was recorded in the real scene. Fhisrpoint, the camera renders
six square images, one for every principal direction, wifDadegree field of view. These six
images covers every direction from the camera point. Toiolatgpherical representation of
the environment, a cubic to spherical conversion is appbettie six images. An example is
seen in Figure 8.5.
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(@) (b)

Figure 8.5: Example of how the mapping from (a) cubic to (H)esfral environment representation.
Image by [Bourke, 2002]

The remainder of this chapter explores the irradiance veluand how it may be modified to
use environment maps.

8.4 Irradiance Volume

Source: [Greger et al., 1998]

A realistic image synthesis has always been a major goalarfi¢hd of computer graphics.
One such realistic synthesis is the concept of global ilhation, as opposed to local illumi-
nation. Traditionally global illumination accounts foght interaction between surfaces in an
environment, so both direct and indirect light sources aken into account. These global il-
lumination algorithms provide realistic effects but ofedrihe price of computational expense.

This section explores the Global lllumination approximatalgorithm called Irradiance Vol-
ume. Irradiance volume is a volumetric representation lier dlobal illumination within a
space based on the radiometric quantity irradiance. Thdiance volume provides a realistic
approximation to global illumination without the amounta@mputation needed with tradi-
tional global illumination algorithms. The basic assuraptof the irradiance volume is that
the objects the irradiance volume shades, do not themsaffiees the lighting of the scene.

The irradiance volume furthermore assumes that the vigpaarance of a scene with diffuse
surfaces can be computed from the reflectance and irradédrice surfaces.

The method analyses the surrounding scene, samples iticusdey points in the scene, and
approximates how the lighting conditions are in those iw#then a volume of such samples
has been created, a random object can be shaded with a Idokhgvolume.

8.5 Radiance and Irradiance

Radiance is the density of light energy flowing through a gipeint in a given direction. The
luminance is the point viewed from a certain direction. Tégiance in all directions at a given
pointx makes a directional function called the radiance distidsutunction (RDF). There is
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a RDF at every point in space, which is why radiance is a fiveedisional quantity defined
over all points and directions, two directional and threatisp.

The reflective properties and the incident radiance of aasarfletermines its outgoing radi-
ance. The incident radiance of the surface is defined by Ipdmais of incoming directions
called the field-radiance function (FRF).

If a surface is diffuse then its radiance is defined by the sesfithe surface irradiancér:

H:/Lf(w)cosﬁ dw (8.8)

L, is the field radiance incident from directian andé is the angle between and the normal
vectorn of the surface.

If the radiance from all incoming directions to one point &rpled, the irradiance for all
possible orientations from that point can be computed. &eadiances can be plotted as
a radial function. This is the irradiance distribution ftino (IDF) for a given point. This
IDF can be computed for every 3D point in a given scene. A cetedDF is not practically
possible, as it would demand sampling in a very high amoudirettions and points, and the
computational requirements are equally high. For highiefiicy, the IDF is approximated.

If the IDF is approximated within the space enclosed by arreninent in a form that can
be evaluated quickly, the costly explicit evaluation of tB&, for each time an object moves,
can be avoided. This approximation is the irradiance volueme the assumption is that it is
possible to approximate the IDF with enough accuracy tocavisiual artifacts.

The simple way to approximate the function is to evaluateitefset of points, and use inter-
polation to determine the function between them.

8.6 Creation of an Irradiance Volume

Irradiance volumes must be used in conjunction with an exjdighting solution, as it samples
the radiance in the lit environment. Radiosity could be ohsuzh solutions. To build the

irradiance volume, the possibility to sample radiance lgp@hts in all directions must exist.

For a geometric environment built of polygons, the samptiag be achieved with ray-casting
techniques.

The traditional implementation of the irradiance volumm®jolves a grid of samples being
spanned in the environment in which objects are to move. ahgng is performed uni-
formly in the directional dimensions, since the IDF in a pgdsalways continuous. The
spatial dimensions are a bi-level grid for adaptive sangplihe reason for this, is that speed is
the primary concern rather than accuracy.

The pseudo code for the computation of the grid is shown ingseode 4.

The subdivision of cells containing geometry, is to alléxithe most likely source of errors
in the irradiance interpolation, since most discontimgtare caused by interruptions of light
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8.6. CREATION OF AN IRRADIANCE VOLUME

Pseudo code &'he creation of an irradiance volume grid

1. Subdivide the bounding box of the scene into a regular grid

2. For any grid cell that contains geometry, subdivide infimer grid.

3. At each vertex in the grid, calculate the irradiance diatron function.

flow by surfaces. The bi-level grid allows low density samglin open areas, while a higher
sampling is possible in regions with geometry.

The first-level grid is & x 3 x 3 grid that is built within the environment. Any grid cell
containing geometry is then subdivided into a second-l8vel3 x 3 cell. The regular grid
outer vertices must be placed slightly within the boundaoiethe environment so they do not
intersect pieces of geometry. An illustration of a gridiisaimple structure is seen in Figure
8.6.

sample -/ Ii_ _;\% 7\%i 7\%
cell /\V I
subgrid ’\\_] ______ -

Figure 8.6: A grid is the overall structure of the storage lné irradiance volume. A grid contains cells.
Each cell can either contain samples at its corners, or a nélivgrid-level, which contains sub-cells.

To approximate the IDF at an arbitrary point in a scene, tloegufure seen in pseudo code 5
IS :

Pseudo code The creation of an irradiance volume sample

1. Given a directional sampling resolution, choose a seirettions over the sphere of direc-
tions in which to sample the radiance.

2. In each chosen direction, determine and store radiance.

3. Use the stored radiance to compute the irradiance disibfunction.

This is performed for each grid vertex, to form the irraderolume.

To gather the radiance viewed from a point in space, the madi@s point sampled in a set
of directions over the spherical set of directio$§6, ¢). Each sample defines a region of
constant radiance oveér.
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To represent the sphere of directio$ts [Shirley and Chiu, 1994] provides a method to map
a unit square to a hemisphere, preserving the relative dresgimns on the square. With
this procedure, all directions represent an equal area@hamisphere, which gives a math-
ematical advantage in the later calculations. This reptesen is better than the traditional
longitude-latitude mapping, because mapped areas hatex bspect ratio. The actual imple-
mentation will include two such hemispheres for each samgplereate one complete sphere.
An illustration of the hemispheres that are stored as a squap is seen in Figure 8.7.
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Figure 8.7: (a) shows the hemispherical mapping of a squaap.nib) shows a sphere created from
two of such hemispheres. (Image by [Shirley and Chiu, 1994])

The radiancé.(x,w) is computed by casting a ray from poixtin directionw and evaluate
the first surface, that is hit. If the surface is diffuse, thdiance is gathered from the surface,
if not, the ray is reflected until a diffuse surface is foundrafliance sample can be seen in
Figure 8.8 on the next pagea.

The number of samples on the hemisphere, that are needeshte ergood approximation to
the IDF at a point depends on the surroundings. A scene comgainany objects may require
a high sampling rate to avoid that certain important featofehe scene is not missed.

When all radiance values have been gathered at a point, thelgemused to calculate the
irradiance for each sampling direction on the sphere. Tiaglimnce and the radiance is cal-
culated for the same resolution and the same directionadi&ince is a smoother function
than radiance, which means that a high sampling rate is natyslneeded, depending on the
surroundings. In Figure 8.8b the radiance sample from Ei@u8a is seen converted to an
irradiance sample.

For a given direction the irradiance is computed for a hypothl surface whose normal vector
points in that direction. With a set of directional samgdles, . . ., w,, } sampled at a given point
x the irradiance in directiow is calculated using equation 8.9:

H(w) =~ Z L(w;)maz(0,w; - w)Aw; (8.9)

=1

whereL is the radiance in direction,; from pointx, Aw; is the solid angle of the cone each
w; represents, that is, each direction per sample represesugface area on the sphere of
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8.6. CREATION OF AN IRRADIANCE VOLUME

(a) The radiance of the Cornell Box sampled  (b) The radiance sample converted to an irra-
from the centre of the box diance sample

Figure 8.8. A sample in the middle of a geometric model asaiackk and irradiance respectively.
(Image by [Greger et al., 1998])

directions, this area becomes a cone when projected fronsghge. NV is the number of
directional samples, on the sphere.

The sphere of directions is subdivided into regions of eqira, it follows thatAw; ~ % and
equation 8.10 emerges:

N
Hw) =~ % Z L(w;)maz(0,w; - w) (8.10)

i=1

Equation 8.10 is calculated for a number of directions astmaple point in order to obtain a
set of directional irradiance samples. The irradiancemspated in each direction by summing
the cosine-weighted contribution from each radiance saroplthe hemisphere oriented in
directionw. The approximate irradiance form an approximation of thE #Da given point in
space.

The resulting IDF can, like a radiance sphere, be displagetharradiance sphere.

In an implementation the Irradiance Volume is represengetheee distinct data structures:
samples, cells and grids.

» Samples:Contains directional irradiance values for a particulanpo

» Cells: Representing a box in space, bounded by eight samples, eaelatorner. Can
contain a grid to form a bi-level structure.

» Grids: 3D array of cells.
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When the irradiance volume is queried for the IDF at a giveintdoetween the samples, the
following steps shown in Figure 6 are taken:

Pseudo code ®uerying the Irradiance Volume

1. Calculate which cell in the first-level grid the point bads to.

2. If cell contains a grid, calculate which cell in the secdenxkel grid in which the point is
contained.

3. Find which data value in the cell’s samples corresponds to

4. Given the points position within the cell and the eightrarsample values, interpolate to
get the irradiance.

A completed irradiance volume can be seen in Figure 8.9.

Figure 8.9: A completed Irradiance Volume. (Image by [Gregfeal., 1998])

The process of finding which cell containing a given pointnse, as the bounding box of the
volume is known. To find the value corresponding a directiothe hemispherical mapping
described by [Shirley and Chiu, 1994] must be inverted. Twisconvert the direction to a
(u,v) coordinate in the rectangular array describing the samptes is used in the query
where a simple check is performed anto determine which of the two hemispheres of a
sample it belongs to. Then the inverse mapping of the herargpis used to find out which
pixel in the irradiance map the direction lies within. Thiglwe is obtained from all eight
surrounding samples, and trilinear interpolation is usefihd the irradiance in direction at

a given point.
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8.7 Implementation

In the system developed for this project the implementaticthe Irradiance volume function
is generally as described in this chapter. With the excapiat the radiance is given by
an environment map instead of the traditional use of IrmracBavolume, where it functions
in conjunction with a method, like radiosity, that has athe@omputed the radiance in the
various parts of the scenes.

The irradiance volume created for the system takes as ingihple 3D model of a given
scene, the 3D model created, has a minimal set of faces tthalestcribes the main walls of
the environment of the scene. An environment map of the ssagenerated by the re-lighting
part of the system every time a change in the scaled radianistected by the light estimation
part of the system.

An example environment that has been used in this projeeds & Figure 8.10a, where a
corresponding 3D model is seen in Figure 8.10b.

‘

() (b)

Figure 8.10: Environment map of the example scene, and itegmonding 3D environment geometry
model.

In order to speed up the creation of the irradiance volume stiene seen in the example is
a simplified version of the real environment, but the aldinitis able to handle a scene with
arbitrary geometry. If more detailed and correct represtént of the real scene is desired for
the irradiance volume, it is possible to do, simply by addimgye geometry in scene.

The Irradiance volumes secondary input, the bounding veluman axis aligned bounding
box (AABB), the bounding volume defines the areas in whichuin@al objects, that are to
receive shading from the irradiance volume, are alloweddwen This is also the bounds in
which the irradiance volume will be set up. The grid of thadliance volume will start in each
corner of the AABB, and subdivide each cell in the volume aditm to how many sub-levels
the user has decided the irradiance volume should contathdayiven scene.

The structure of the volume is constructed, as suggestedisggr et al., 1998], by three
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entities, grids, cells, and samples. To construct the ve|uhese entities follows two rules:

1. A grid always contains 8 cells.

2. A cell contains either a new grid or 8 samples.

From these rules an irradiance volume grid is created frarbttunding boxes given by the
user. The volume is first created by making a grid in the aredireed by the bounding box.
This first level of the grid will contain 8 cells.

Each cell is evaluated, and if it contains geometry, theiselét to contain a grid, which again
contains 8 new cells. This new grid is the next level of theummé. This process is repeated
for as many iterations needed until it reaches a stop @aitékihen the stop criteria has been
met, all cells not containing grids, is set to contain 8 saspl

There are two types of samples used in the irradiance volume:

Positional sample A Positional sample is the corner samples in the Grid/Gatltfsle struc-
ture.

Directional sample Directional Samples are contained within each positioaalde.

When the system creates the radiance samples in the end@rmnitnshoots rays out into the
model of the environment model, and the first surface thaitjsshused to calculate the cor-
responding longitude-latitude coordinate on the envirentmap of the model. The returned
value from the environment map is used as the radiance foditextion. The irradiance vol-
ume in this system handles one environment map, and as serehviil be areas of the scene,
that are not described by the environment map because afsook.

If the intersection test does not hit any geometry, it is as=il that the sky is hit, and the
direction in which the ray was cast is read directly from thei@nment map into the power of
the radiance samples. When the system shoots rays for eaghes# finds the 3D position of
the intersection. If the 3D position from where the envir@mtmap for the scene was recorded
is subtracted from the intersections 3D position, the tasud vector, that can be converted
to a pixel coordinate on the environment map. This procegeiformed for each found
intersection point. The process does not test if there i@y between the intersection point
and the environment map recording point, in which case ttianae found in the intersection
point is not correct.

For each sample taken in the environment, each directianegiated over a hemisphere of
directions, which mean that flaws in one directional radeasample has little effect on the
final irradiance sample, given most of the sampled direaticadiances are correct.

When the radiance has been gathered for each sampling poiheiscene, each radiance
sample is converted into an irradiance sample. This is ac@mputational intensive process,
if there are many samples in the system. Given that each samasl the same number of
directional radiance samples, and each directional radisample is oriented equally from
sample to sample, a look-up-table can be created, thatémtithy, - w calculation once. If

all radiance samples have the same mapping dimensiongattiisf equation 8.10 is always
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the same for each sample, and so it can be pre-calculated amdaused by the system in

the creation of the irradiance samples. The creation oflimrece samples now only needs
to multiply each pre-calculated direction with their c@pending radiance sample, and the
irradiance volume is created.

This concludes the initialisation of the irradiance volutéhen an object within the confine-
ments of the irradiance volume is to be shaded, a query idcé&me volume, that searches the
structure to find the sample for the objects particular 3Dtwos The search in the structure
is as described by [Greger et al., 1998] to start at the tegkleetermine which cell contains
the queried 3D position. If this cell contains a grid, thersbalescends one level and searches
the new grid. Once a cell containing the 3D position has beand, the 8 samples of the cell
are interpolated with regards to the queried 3D positiamfthe 8 positional samples at each
corner of the cell.

Then the 4 directional samples, that are closest to the stegi€irectional sample, the vertex
normal that is to be shaded, are found. The sample coloureis thund by interpolating
between the 4 directional samples and the 8 positional sanphe shading of the vertices of
an object using the irradiance sample is currently utigjghre diffuse Lambertian BRDF.

The implementation of the irradiance volume has shown, ithatimportant, to have more
than one level before starting to subdivide the cells coimgi geometry. If the difference
between the sizes of two adjacent cells is big the lighting sample has a tendency to "pop"
when moving from one cell to another. The problem is paréidylclear in movement between
adjacent cells of different size, that are close to a surfitiee Irradiance Volume is initialised
to contain at least 2 levels of sub-grids the problem howkgeomes invisible in the shading.

A general issue of the irradiance volume is that if there imalkbut very dominant light source
in the environment, such as the sun, it is possible that hotadliance samples "catches" the
light source during sampling, as there are only a finite nurobédirectional samples in each
positional sample, that has to cover the entire environn@né way to minimise this possible
error, is to increase the directional samples per irradiaample. This however increases the
processing time. But the processing time is mainly used onerting the radiance samples
to irradiance samples. With this in mind, the super-sangpinethod could be applied, where
a high amount of directional radiance samples are createddch positional sample, and
afterwards averaged to a smaller hemisphere map. This wag pwints in the environment
are hit, and the possibility to find the light sources areeased.

A solution used in the system to ensure that the shading aftifeet always takes the sun into
account is to omit the sun from the environment map duriniggteting, and add the sun during
the shading of each vertex in an object. This ensures thahtdst significant light source in
the scene is present in all samples. The environment majshiaaes the object through the
irradiance volume then acts as the ambient light to the ajétle the sun that is added during
shading acts as the direct light source as in a local illutonanodel. The radiant power of
the direct light is the direct light power that is determirgcthe light estimation.

The difference between this method and a normal local ithation model, is that the shading
of the sides of an object that is not in direct illuminatiomtslonger a uniform colour, but in
fact is shaded from light reflections from the environmem. adlvantage of adding the direct
lighting of the object during the vertex processing of thgobis if the method is combined
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Figure 8.11: Augmentor displaying an object shaded by thediance volume, where self-shadowing
is applied by the use of a shadow volume. The environment septo shade the object is seen in
Figure 8.10a

with a shadow algorithm that supports self-shadowing.

The shading of the irradiance volume is dependent of themstsftom the direct light source,
which is not possible if the direct lighting is added to alirgdes in the irradiance volume
during sample-generation. An example of this is seen inréi@ill, where the object is
shaded using the irradiance volume. The environment magh igsihe one seen in Figure
8.10a, the direct light direction is provided from a suntighodel.

The construction of the irradiance volume is performed in##line process, where the geom-
etry is processed, and the points in which the corner samaptgslaced are determined. At this
point the content of the various samples are not found, tiregon the environment map that
each directional sample in each positional sample is prpoted at this point. This informa-

tion is stored within each positional sample, so that wheretivironment map is updated from
the image re-lighting part of the system, the informationsed to quickly assign the colour
values of the various directional samples. When the propleuc values from the re-lighted

environment map has been copied to each sample, every sentpleverted to an irradiance
sample using a precomputed look-up-table to quickly irgegeach directional sample over
their hemisphere. This process is repeated every time Wieoament map is updated, and
the storage of the environment map information ensuresnihattersection testing into the

environment is necessary in order to update the irradiaoleme.
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Summary

The estimated light parameters are used to shade the augnertial object. In this project,
the shading is performed by re-lighting an environment nraprder for it to approximate the
estimated current lighting of the scene.

During the re-lighting of the environment maps, the folloggassumptions are made:

» The re-lighting of the environment map assumes that alasas in the environment are
diffuse.

* When re-lighting the sky in the environment map, the rad@ower of the sky is as-
sumed to be the estimated ambient value.

When the estimated environment map has been created,dad&ince volume is used to com-
pute how the lighting of the surroundings affects the shadira virtual object at a given point
in the scene.

The shading of the object, based on the environment, is algmi/to the ambient term of a
local illumination model. The difference from a traditidacal illumination model, is that
the shading obtained through the environment approxingatdsl illumination in the scene.

The estimated direct light parameter is not used to posgiomrtual sun in the re-lighted
environment map. The direct light value is added during #ex processing of the virtual
object for two reasons:

* If the estimated scaled direct radiance value was drawetime virtual environment
map as a sun, it would not be present in all irradiance samipldse volume, as each
positional sample only samples the environment in a finit@kdirections.

* Itis possible to turn the shading from the direct light e¥hich is advantageous, when
used in conjunction with a shadowing algorithm, as thisvedlself-shadowing of an
object.
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CHAPTER 9
Augmentor System Implementation

This chapter describes how the various methods describi iprevious chapters are assem-
bled into a collaborative system. The system, named Augmenimplemented as to execute
the methods presented in a real-time augmented realitgyst

The system, that has been developed through the project,aagmented reality framework,

created for an outdoor environment. The system is able tlysamanages of a scene, of which
it has a priori knowledge, and estimate the light parametetsequates the lighting of the real
scene. These parameters are used to realistically lighttasvirtual objects in the real scene.

The Augmentor system is comprised of various parts:

Offline Preparations: Before the system can be executed, data about the scens tbdie
augmented must be acquired in an offline process.

Online Light Estimation: The online light estimation uses the data acquired in théneffl
part, to estimate the parameters of a local illumination ehod

Environment Map Re-lighting: The estimated light parameters are used to create an envi-
ronment map from the data acquired in the offline process.

Shadowing: The estimated light parameters are used to cast a shadowttiewirtual aug-
mented object onto the background image, using the shadibnnedechnique.

Shading: The direct light parameter and the re-lighted environmeagp mre used to shade the
virtual augmented object, using an irradiance volume. Tiagew volume algorithm is
used to create self-shadowing on the virtual object.

The previous chapters describing the methods, contairssgligéons of how the methods were
designed. In the various parts of the system there are mmoatibns between the intended
design and the implementation state at project deadline.nfdin reasons for the differences
has been to ease the workload in implementing the variousaodst as will be described for

each of the following parts.

9.1 Map generation

In the design of the final system the only user provided datalsiprovide in from the offline
data acquisition, is the geometry of the surroundings, bada environment map, and the
diffuse reflection map.
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In the current implementation of the system, the additialzah that must be acquired in the
offline phase from the user is:

» Weighted ambient environment map

* Normal environment map

The decision to let these maps be created in the offline phaseto keep focus of the project
on the light estimation method presented through the proféceating these maps based on
geometry is a non-trivial task, and can be performed by stah8D packages.

9.2 Live Video and tracking Input

The intention of the Augmentor framework is to be able to @mtra camera and a tracker to
the system and augment a given scene, by super-imposingabjects on top of the live
video stream. The data from the tracker makes sure that $eqfdhe virtual camera and the
real camera match.

In the implementation of the Augmentor system, video ingua ipre-recorded video input,
with no tracking required, while tracking is not used in tlystem. The reason for these de-
limitations is practicality, they allow the system to exeron data that are readily available
from a video-file, as opposed to a live input that can only becated during day, when the
weather is appropriate, and when a computer has been settugp autdoor environment that
is to be augmented.

9.3 Separation of camera-positions

The method presented in this project is to analyse imagestitkm a camera, and compare
these images with an albedo environment map, that has beatedrin the offline process.
This comparison requires that the environment map is phapiged from the same position
in the scene that the camera is recording the input imagéetortline light estimation during
execution of the system.

During the implementation of the system, practical comstsaentailed that the online cam-
era recording position was moved from the position from whie environment map was
recorded. These constraints induced the need for furthps peovided from the offline pro-
cess, as the online recorded images can no longer be contpatedenvironment map.

The result is that an albedo map, normal map and weightedesimiap must be created in
the offline process to correspond the new camera pose. Anocthsequence is that camera
movement is not allowed as there is no longer an environmat tm compare the input to,

this is already a de-limitation as camera tracking is nopsuied by the implemented system.
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The resulting light parameters from the light estimatioa ased to re-light an environment
map of the scene, with care taken to make the environmenti@livap and the camera view

albedo map match intensity and colour-wise.

9.4 Graphical User Interface

To ease the use of the system, as well as providing an efégcinl for developing the methods

in the system, Augmentor has been equipped with a Graph&al ldterface.
In Figure 9.1 a screenshot of the Augmentor GUI is shown.
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Figure 9.1: The Graphical User Interface for the Augmentgstem.

The GUI contains several options:

File Tree

The user is provided with information of the files that aredied into the framework through

a file tree, that displays vertex/face/material informatior the loaded 3D model, size and

length information if video is loaded.
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Animation Control

The user is enabled to control the speed at which the augthsoéme is displayed when video
input is enabled. Furthermore the user can turn the disglagardinate system, light source
(sun) direction and sample points for the light estimatiathnd.

Sunlight model

The user can manually set the date and time for the sun ligdemtm make sure the sun light
model corresponds with the time at which the video was reszhrd

Display Window

The display window is where the augmented objects are drataitbe video image. In Figure
9.1 several coloured dots are seen on the video feed. Theseesample points at which the
light estimation method tests if the last estimated lightapeeters correspond to the lighting
of the current input image. The colours of the dots indic#téisey are either identified as
ambient or direct light samples, blue indicates a diredttigample, where green represents
ambient light samples. Purple dots indicates samples thatgected.

Light Estimation Dialog Box

To enable the user to regulate the various parameters theesgimation use in its sampling
of the image, a dialog box with Light Estimation controls reyided.

The box displays the estimated light values, and has thewalily controls:

Test samples: The number of samples in the image where the light paramatertested if
they match the lighting of the scene. This test is used torahte if a light parameter
derivation.

Derivation samples: The number of samples that is taken in the image every timéghe
parameters are to be re-estimated.

Deviation: The mean deviation allowed between the expected intensitigeatest sample
points and the actual measure at the sample point.

Difference deviation: One of the tests performed on all pixels is the differenck tesere the
pixel is tested if it matches the colour composition of thigioial albedo for the surface.
The scale between the albedo and the measured intensitynisuted for each colour
channel. The difference deviation parameter indicatesraeh the scale of the colour
channels are allowed to deviate from each other before thed {3 rejected as a pixel
that possibly displays a dynamic object.

Penumbra Distance: The penumbra distance indicates how close to the edge ofdowha
pixels are accepted as reliable samples.
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Accept pixels: If the test only identifies a certain amount of either direcambient samples,
the accept parameter indicates if this amount of sampleadsgh to determine that
the mean deviation detected is reliable. The more samplaptie more reliable the
deviation must be.

Field of View: Indicates the field of view of the camera the input images aqgraphed
with. This parameter is currently unused, as it relateséatse where the camera point
and environment map centre point is the same. The paransdtezn used to calculate
which area in the environment map is currently being viewdtié scene by the camera.

Re-lighted Image viewer

Allows the user to view the estimated environment map of tiems, as it is re-lighted. The
environment map is used for the ambient shading of the Vidjgct in the scene.
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CHAPTER 10
Test

This chapter will describe the test cases and scenarios fedhlidation of the techniques
and algorithms used in this project.

10.1 Introduction

Due to the many part elements of the system developed fopthiect, the testing regime
will involve, test on both simulated and real data, firstitegpart elements separately and the
finally a collective acceptance test, involving all partneéants. The tests will be performed on
both simulated input data and on real world data.

There are two main parts in the system, an offline and an oplnte The offline part involves
acquiring data for the online part. This includes the 3D n®dad maps used, and if relevant
a prerecorded input video stream. Since all elements offfieeopart are acquired through
standard programs available, no tests will be performesttyr on the offline part.

The online part is where all computations and rendering apmrs are performed. This is
where the tests of this chapter will be concentrated. The tpats includes the following
cases:

* Simulated data

— Estimation of direct and ambient radiance on an animatedésaquence
— Reconstructing illumination in an image series from estedallumination values

— Comparative test with commercial rendering software
* Real world data

— Estimating direct and ambient radiance in a time lapse nmeedggience
— Shading objects from an environment map

— Shading objects from an environment map based on a time hapgie sequence

As indicated in the implementation description, in ChaBtghe system implementation is an
offline version, supporting prerecorded video input fromxadi camera position and angle.
This design choice was made since the tests will requiretimpages from periods of several

hours, which makes it practical to record a time lapse moagience for use in test purposes,
thereby avoiding running the system for several hours.
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The purpose of the tests will be to verify the functionalifytlee implemented system. This
involves determining whether or not the system is eventadille to augment an outdoor scene,
adjusting the illumination according to sun movement, anmdacclusions by e.g. clouds.

Throughout this chapter, when the term estimated radiagsdd, it is synonymous with the
scaled radiance estimated by the system.

10.1.1 Hardware

All tests are performed on the same hardware platform. Thehma configuration is as
follows:

* AMD Athlon XP1800 CPU
« 512 Mb DDR (PC2100) RAM
» GeForce 3 T1200 64Mb Graphics adaptor

» Microsoft Windows XP professional

10.2 Test scenarios - Simulated Data

The advantage of the tests performed with the simulatediddtaat a ground truth can be
established for comparing with the values generated byysies developed for this project.
Furthermore, the quality of the a priori data needed is fadigtrollable.

10.2.1 Estimation of direct and ambient radiance on an anima ted
image sequence

Purpose

The purpose of this test is to verify that the light estimatbgorithm is able to compute both
direct and ambient radiances in a series of computer reddsiraulated environments. This
will allow for an objective verification of the computed radrces.

The test is performed in the Augmentor framework with the aosa 100 image sequence
rendered with the commercial 3D software package, 3D StM&iX. For all images the direct
and ambient radiances are known, and they will be compar#tetgalues computed by the
light estimation algorithm in Augmentor. A excerpt of theaige sequence is shown in Figure
10.1. A test with moving dynamic objects is also performexitcaverify that the system will
exclude all dynamic objects from the light estimation. Aepat of the image sequence used
in this test is shown in Figure 10.2.

A larger excerpt of the images tested is placed in AppendixX?fon page 159.
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10.2. TEST SCENARIOS - SIMULATED DATA

Frame O Frame 9 Frame 19 Frame 29 Frame 39
Frame 49 Frame 59 Frame 69 Frame 79 Frame 89

Figure 10.1: An excerpt of the input image series used fote¢ke

Frame 25 Frame 30 Frame 50 Frame 71 Frame 92

Figure 10.2: An excerpt of the input image series used withireachic object.

For this test to be successful the following main parts ofsygtem must be functioning cor-
rectly:

* Shadow volumes

« Light estimation

Results

This test was performed on simulated data. This implies @iflatircumstances are ideal,
meaning we have a perfect match of 3D scene and input imaged@lnd shadow map are
perfectly accurate and all surfaces perfectly diffuse. vi8him Figure 10.2.1 is a graph with a
comparison of the radiances in the original rendered imamés and the per-frame estimated
radiances. As can be seen in Figure 10.2.1, which is the cabenav dynamic objects, the
system is able to estimate both direct and ambient radianzés a scaling factor with good
accuracy.

Figure 10.2.1 shows the estimated radiances in the same $&cgrwith a dynamic object
present. When the object enters the scene around frame 3futhes show that ambient
Is underestimated and direct radiance is overestimated iJlseems to be caused because
the system momentarily samples the dynamic object as atlgiidaminated surface. The
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No dynamic objects

1 = e 1 | — T
09 - ;"/ ‘\‘\. // \ ]
08 A \ .
> \
P \
0.7 |- P . L \ -
," ‘\«
0.6 . \ -
L S N
05 pf— —————— B T
04 l l l l
0 20 40 60 80 100
Frame

L4 3D Studio MAX
L4 Augmentor
Lg 3D Studio MAX - - - - - -
Lo Augmentor -----------

Figure 10.3: A graph showing the values for direct and ambradiances from the original 3D Studio

MAX rendering and the values estimated by Augmentor. Allesahre normalised to 1. No dynamic
objects are present.
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Figure 10.4: A graph showing the values for direct and ambiadiances from the original 3D Studio
MAX rendering and the values estimated by Augmentor. Allesabre normalised to 1. Dynamic
objects are present.
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10.2. TEST SCENARIOS - SIMULATED DATA

problem is only present for a few frames, and the size of ther s relatively low. The
underestimation of direct radiance around frame 70 occecause of the shadow cast by the
dynamic object.

The system parts involved in this test are primarily the shacthap generator and the light
estimation, an therefore we can conclude that these prodgugeeliable results on simulated
data.

10.2.2 Reconstructing illumination in an image series from esti-
mated illumination values

Purpose

The purpose of this test is to verify whether the light estioraalgorithm is able to estimate
scene illumination parameters accurately, and recortstriginal light parameters based on
the estimation. A selected few frames of the image sequersss] in the first test, are re-
constructed using the estimated direct and ambient raglianconjunction with the albedo
map.

For this test to be successful the following main parts ofsystem must be functioning cor-
rectly:

* Shadow volumes

* Light estimation

« Environment map re-lighter

Results

The four re-lighted frames indicates that the estimatethraes are very reliable on simulated
data. The difference images computed for all reconstrucaede shows low mean pixel errors
with the worst case being 0.962 and a standard deviatiotoB&sides confirming the results
of the previous test, this test also verifies the functidpalf the environment re-lighter algo-

rithm. Figure 10.5 shows one re-lighted frame. All the tddtames are shown in Appendix
E.O0.3 on page 160.
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Original (Frame 0) Reconstructed Difference
Lg Lg Mean error: -0.119
Lg Lqg Std. dev.: 3.4

Figure 10.5: Reconstruction of the original illuminatioorditions based on estimated values by Aug-
mentor.

10.2.3 Comparative test with commercial rendering softwar e
Purpose

The purpose of this test is to compare the results of an olgadered into a virtual scene by
a non-real-time commercial rendering software with an abjendered into the same scene
by the real-time system developed for this project, Augmenthe scene is rendered in 3D
Studio MAX with the female body sculpture as the augmentg@adb For the augmented
scene, an environment without the augmented object is reddie 3D Studio Max and used as
input for Augmentor. The system uses the same female bodgtsoelas augmented object.
This test involves all parts of the system, and can be coreidas an acceptance test. By
visual comparison it is observed whether the system pradincages comparative to the ones
produced by the commercial rendering software.

For this test to be successful the following main parts ofsystem must be functioning cor-
rectly:

Shadow volumes

Light estimation
* Environment map re-lighter

Irradiance volume

Results

For this test, two sample images of the same object was reddeboth 3D Studio MAX and
in Augmentor. The images are shown i Figure 10.6.
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Figure 10.6: Results of the comparative test on simulated.dzeft column shows the images generated
by 3D Studio MAX, and the right column those generated by &uatmn

The two images rendered by 3D Studio MAX took 5m 20s per frantesreas the rendering
time per frame in Augmentor is just below 1 second. The imafpesv that Augmentor does
yield images comparable to those of an offline Gl renderer3iR Studio MAX. For this to be
the case, Augmentor is able to correctly estimate scenanees, and re-light the environment
map with these values. Furthermore the system is able tesdratishadow the object based
on the re-lighted environment map.

10.3 Test scenarios - Real World Data

The purpose of the test performed with real world data is tdywthe general functionality of
the system developed for this project. The system is testdtwo different real data sets.
Both two-hour time lapse sequences with a frame intervaDadeétonds, as to cover as many
illumination scenarios as possible.
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10.3.1 Estimating direct and ambient radiance in a time laps e
movie sequence

Purpose

The purpose of this test is to verify the functionality of #ystem when used with real world
data.

This test corresponds to the first test on simulated data. OAfizlne image sequence, taken
with a Canon A80 standard digital camera is used. The images acquired from a fixed
position every 20th second during a 2 hour period on SundayMth (11.00-13.00), yielding
approximately 360 frames. The image sequence shows thercofa brick office building
with one side in direct light and one in shadow. During theusege both sides becomes
shadowed. An excerpt of the image sequence is shown in Fifuie For this test to be

Frame 1 Frame 72 Frame 134 Frame 201 Frame 259

Figure 10.7: An excerpt of the input image series used fotekte

successful the following main parts of the system must betfaning correctly:

Sunlight model

Shadow volumes

Light estimation

* Environment map re-lighter

Results

This test was performed on real world data, and thereforee tiseno ground truth available
as to determine whether the system is able to estimate @tiarorrectly. In order to render
the results probable, this test is two-fold. First, the aanband direct radiances for the image
sequence were estimated. The estimated values are shoviguire$-10.3.1 and 10.3.1. It
may seem counter intuitive that the direct radiance risesmiguhe two hour period. The rise
is caused by the sun altitude approaching zenith, whicteasas the incident radiance. This
is barely visible to the human eye, when inspecting the ins&ggience. Figure 10.3.1 shows
that the average intensity of a directly lit 20x20 area, ¢atied in Figure 10.11, in the input
images does in fact rise. This coincides with the rise in Ipixiensity for the surface of a
virtual plane, illuminated with the systems illuminatiorodel, inserted into the same place.
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Figure 10.8: A graph showing the values for ambient radiamakies estimated by Augmentor. No
dynamic objects are present.
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0.3

0.2

Sampled directly lit area

Simulated directly lit area

Relationship

0.3

0.2

14

12

0.8

0.6

Mt r,j;ﬂ,‘,,w;. X
o

H

PSP S T T T T Ry T O B L1111 1
50 100 150 200 250 300 350

50 100 150 200 250 300 350 50 100 150 200 250 300 350

Frame Frame Frame

Figure 10.10: On the left, a graph showing the average pirtrisities sampled in a directly lit area,
in the middle the simulated pixel intensities in a direcihyatea, and on the right the relationship of the
two curves. Pixel intensities are normalised to 1.

Figure 10.11: The marked area is where the directly lit pixate sampled.

The graph shown in Figure 10.3.1 is a verification of the ligiadel used. The verification
consists of sampling the average pixel intensity in a 20x2@ or each frame, plotting these
intensities in a graph.

Second, a “virtual surface”, inserted at the same locat®ii with the light model using
the estimated parameters, the average pixel intensigeglatted in a graph. The two graphs
are compared by simple division. If the light model is cotyéhe two graphs will exhibit
a constant relationship. This is the case except for thedldagtames, where the simulated
surface has a decreasing intensity. Probable causesgan#yi be either erroneous calibration
of the scene with regards to the sunlight, or that the suisaogpled exhibits other properties
than diffuse. This will have to be further explored.
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ifference

Original (Frame 0) Reconstructed

Lo =2.13,2.42,2.45 Mean error: 3.34
Lg =2.09,1.79,1.66 Std. dev.: 11.45

Figure 10.12: Reconstruction of the original illuminati@monditions based on estimated values by
Augmentor.

Based on the results of this test, it can be concluded, thét the sunlight model shadow

volumes are functioning correctly. The light estimatio ae-lighting parts are also working

according to specifications. Figure 10.12 shows a frame avitiex estimated radiances are
used to reconstruct the illumination. The error is withiegmtable limits, and is caused both
by the fact that the albedo map used is blurred but also thadiftuse surfaces are re-lighted

as a diffuse surface.

10.3.2 Shading objects from an environment map based on a tim e
lapse movie sequence

Purpose

This test corresponds to the last of the test on simulated dat

The purpose of this test is to verify that the system will fiim correctly, i.e. shade and
shadow the virtual object correctly, during the course o&g. dr'he test should illustrate that
the sun’s movement is accounted for and also that cloudsidicg) the sun are also handled.

For this test an environment map of the location illustrated0.17, is used. Furthermore a
time lapse recording, from a known, fixed, view directiorketa on Friday 27th of May 2005
from 13:46 to 15:46, with a frame interval of 20 seconds angsalution of 640x480 pixels is
used. This yields approximately 360 frames. The time-laggspience was made on a semi-
cloudy day, which gives ample room to test whether the systdhadapt to lighting changes.
For the test, the image sequence is used as input for thevsyatel it is observed whether the
shading and shadow of the virtual object are consistent thdh of the objects in the scene.
An excerpt of the image sequence is shown in Figure 10.17.
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] . L
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Frame 0 Frame 80 Frame 180 Frame 240 Frame 320

Figure 10.13: An excerpt of the input image series used ferdist.

For this test to be successful all the main parts of the systest be functioning correctly:

Sunlight model

Shadow volumes

Light estimation

Environment map re-lighter

* [rradiance volume

Results

Shown in the two graphs, Figure 10.14 and 10.15, are the astdmadiances during the entire
image sequence.

50 100 150 200 250 300
Frame
Loy — La-g ***** Loy ------

Figure 10.14: A graph showing the values for ambient radeamalues estimated by Augmentor in the
outdoor scene.
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Figure 10.15: A graph showing the values for direct radiamedues estimated by Augmentor in the
outdoor scene.
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Figure 10.16: On the left, a graph showing the average pirtnsities sampled in a directly lit area,
in the middle the simulated pixel intensities in a directlyaftea, and on the right the relationship of the
two curves. Average pixel intensities are normalised to 1.
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As can be seen from the graphs in Figures 10.14 and 10.15adl&nce, varies during the
course of the two hour period. The drops in direct radianoerat frame 224-229 and 241
where large clouds occludes the sun are very pronounced.

The graph shown in Figure 10.3.2 illustrated the verificatd the light model used. The
verification consists of sampling the average pixel intignsi a 20x20 area for each frame,
plotting these intensities in a graph.

Second, a “virtual surface”, inserted at the same locat®ii with the light model using
the estimated parameters, the average pixel intensigeglatted in a graph. The two graphs
are compared by simple division. If the light model is cotyehe two graphs will exhibit
a constant relationship. This test shows that the relatipnsf the estimated curves has a
deviation of approximately 20% at times. There are sevarasible explanations, of which
one is miscalibration of the orientation of the scene witares to the sunlight model, and
the normal maps used. This will of course have to be furthptoeggd. Though the error may
seem high, it does not appear to any noticeable degree ongimeested objects.

In Figure 10.17 four augmented frames, with correspondmgrenment maps are shown.
The environment maps have been re-lighted from the estdniétenination parameters.

An AVI movie file of the full sequence can be found on the accanying CD in the directory
verb|media/|.
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Augmented frame (Frame 11) Environment map
L, = (3.2891, 3.5130, 3.6953)
Ly = (2.5150, 2.3868, 2.3910)

Augmented frame (Frame 90) Environment map
L, = (2.9180, 3.1296, 3.1581)
Ly = (1.9205,1.8013,1.8222)

Augmented frame (Frame 229) Environment map
Lo = (2.2102, 2.5008, 2.5944)
L, = (0.8676,0.8175,0.9460)

Figure 10.17: Results of fﬁ@es augmented by Augmentor.
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Augmented frame (Frame 272) Environment map
L, = (3.1623, 3.4059, 3.6752)
L4 = (3.2046, 3.0896, 3.1524)

Figure 10.18: Results of frames augmented by Augmentor.

The images in Figure 10.17 and 10.18 clearly illustratesctpabilities of Augmentor. The
four frames have different lighting conditions, to whicle thystem has adapted the environ-
ment map, and correctly shaded and shadowed the virtuattsbjéhe estimates for the light
model are derived from the existing diffuse surfaces in temns. All tasks are performed at a
frame rate a little below 1 frame per second. Table 10.1 shbe/average times for the tasks
performed per-frame.

Process Avg. time
Light estimation 190 ms
Re-lighting 710 ms
Irradiance volume update <10 ms
Rendering <10 ms

Table 10.1: Average processing times in Augmentor.

One frame per second is well below what is normally consill@reractive frame rates. As
shown in table 10.1, the majority of the frame time is usedHterre-lighting algorithm. This is
mainly caused by the fact that for this test, environmentsnueed were 1024x512 pixel, which
is most likely a substantially higher resolution than whatctually needed for believable
shading of objects.
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Conclusion

This chapter concludes the “Estimating and Applying Dyrahight Changes to Environment
Maps in Real-time for use in Image Based Lighting” mastesithe the Computer Vision and
Graphic specialisation at Laboratory of Computer Visiondakledia Technology, Aalborg
University.

11.1 Aim of the project

The aim of this project has been to explore whether a methodddating a spherical envi-

ronment map real-time, with the use of partial image infaromg is possible. And to use this

to enable mimicking of dynamical light changes in an outdsmane in an augmented reality
system using image based lighting (IBL).

11.2 Methods

Among the several problem areas within the development ehktime Augmented Reality
(AR) system, a few areas have received in-depth attentitimsrproject, these areas are con-
centrated in the field of creating convincing illuminationreal-time in environments with
dynamically changing illumination condition. This areasadnosen, as it is an important part
of enabling seamless blending of virtual objects with thed weorld. To realise an adaptive
AR system that will function in locations with dynamicalljzanging illumination conditions,
methods for estimating illumination form surfaces with wmoproperties have been explored.

The project consists of two main parts. An offline part, whasttails all data acquisition
and preparation hereof, and an online part in which the detwaronment map updating and
rendering takes place. The following two sections giveswamoew of the tasks in the system.

11.2.1 The offline part

The offline part contains the preparation tasks needed ttheuonline part. Firstly an environ-
ment map is acquired for the location to be augmented. Thisn® through the method de-
scribed by [Debevec, 1998], which involves taking imagea bighly reflective metal sphere,
and assembling a HDRI image.

The environment map is used as the basis for creating two osgasby the online part. One
is an albedo map, describing the reflective properties dfiskf (Lambertian) surfaces. Since
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not all surfaces may be diffuse, a second, binary map is madleeouser, which defines the
diffuse surfaces in the scene. The method applied in thegragssumes that a scene contains
diffuse surfaces. This has been shown in the project to bie afsumption when dealing with
regular masonry buildings.

Furthermore knowledge of the scene geometry must be knowmexAct size 3D model of the
location is required. From this model and knowledge of theasition and radiance (derived
from the environment map) an irradiance map, describingllitmaination distribution in the
scene geometry, can be produced. The irradiance map iseehdéh a Gl rendering package
(3D Studio MAX was used).

With an irradiance map and an environment map a so calledsewendering is performed
simply by dividing the environment map by the irradiance ma@pis yields an albedo map,
describing the diffuse surface properties in the scene.

As a last detail, a so-called ambient weight map is renderéde scene geometry. This map
is used as an extension of the ambient term in the local ihaton model used for the light

estimation in the online part. The ambient weight term, obiemt occlusion map as others
have called it, describes how much of the sky-dome any giueiace in the scene is able to

see .

11.2.2 The online part

The online part is where the actual light estimation and eeing takes place.

As mentioned in the description of the offline part, the systeses diffuse surfaces for es-
timating the illumination parameters. The focus in thisjpcb has been on augmenting an
outdoor scene, this design decision allows for the use ahaldied light model, a local illu-
mination model with one primary light source, i.e. the surd an ambient term representing
the sky-dome and surrounding landscape. The method appked into account only dif-
fuse (Lambertian) surfaces. To provide sufficient knoweetly the light estimation to work,
the sun position must be known. This is accomplished thousgméight model, which will
compute the sun’s azimuth and altitude angles.

With this information readily available, a linear equatisystem with two unknowns can be
developed and solved by standard least squares method wdhenknown quantities being
the direct and the ambient radiance.

The estimated radiance values are used to re-light theamagnt map used for shading the
virtual objects by the irradiance volume. From knowledgthefalbedo values for all surfaces,
the scene geometry and the light model with the estimateahpaters, an updated environment
map is generated for every frame.

The Irradiance Volume is a volumetric representation oflodal illumination within a space
based on the radiometric quantity irradiance. The irrazkarolume provides a realistic ap-
proximation without the amount of calculations needed wittditional global illumination

algorithms. This approximated irradiance is utilised tadd the virtual objects within the
scene. The irradiance volume used in this project has beelifigth as to ensure that the
dominant light source, i.e. the Sun, will not be missed dytire environment sampling. This
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is accomplished by maintaining two volumes. One represgittie ambient illumination term,
and the other the sun. The volume representing the ambientc&n furthermore be used in
conjunction with the chosen shadow algorithm, shadow vekino create very realistic self
shadowing. As to provide the viewer with all important visaaes to object placement, a
shadowing algorithm is used. Shadow volumes are furthexmsed to cast realistic shadows
on the surrounding environment.

11.3 Results

The method presented in this project is able to update amament map based on partial
low dynamic range (LDR) image data of the complete scene nfétbod uses diffuse surfaces
in a scene to estimate parameters of a light model used ightedn environment map. For
the estimation to be successful, both directly illuminadeelas and shadowed areas must be
visible in the partial image data. The re-lighted environtmaap is used, through image based
lighting, to realistically shade arbitrary virtual objech the scene.

To assist in verification of the methods suggested, an Autgddreality (AR) framework has

been developed. It contains a graphical user interface tvélpossibility to manage both the
files loaded into the system, but also parameters of theitigus, e.g. the sunlight model

and light estimation. The framework is based on Microsofirtation Classes (MFC) and the
rendering API used is OpenGL.

To verify the functionality of the system the testing regiapplied, involved testing with both
simulated data and real world data. The advantage of tesfithigsimulated data is that it is
possible to obtain a ground truth, regarding both the ligihmeters, but also of the augmented
object.

Three test on simulated data were performed. Firstly a tegetify that the light estimation
method is able to correctly estimate ambient and directarazdi in an environment where all
conditions are perfect. The test showed that the light edion was able to produce very
reliable estimates of radiances on simulated data. Todurllustrate the accuracy of the esti-
mated values and to verify the functionality of the imaglkgtging algorithm, the illumination
was reconstructed from the albedo map and estimated ragiaméour arbitrary frames. The
test yielded accurately reconstructed images.

The last test on simulated data was a comparative test. Triguston was that the system
is able to produce augmentations, taking into account ardigadly changing environment,
similar to those of an offline GI rendering engine, with aistanvironment, at a fraction of
the rendering time. The average per-frame time for 3D StihX being 5 min 20 s and,
after initialisation, below 1 s for Augmentor.

To verify the methods actual applicability to real-worldugitions, two tests were performed
on real data. These are the real-data counterparts of thdated tests. In the first test,
the estimated radiances for an image sequence were comgndealotted into graphs. The
system estimated that the direct radiance increased dilm@igme the images were captured.
To verify that this increase was in keeping with the light mbdverage pixel intensities were
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measured on a selected directly lit area in the image, andwortual plane, illuminated by
the light model, placed at the same location. The samplediaiuél surfaces shows the same
average intensity increase, with some incorrect resulfsea¢nd of the sequence. This seems
to be caused by a system calibration error, but will have tlultber explored to establish an
explanation.

The final test was a system wide test, involving all systentspam augmenting virtual ob-
jects into a real scene. For this test, a virtual female teras successfully augmented into
a time lapse image sequence, captured from a known, fixedingedirection. To verify the
light model, average pixel intensities in a selected arege\wtso sampled in this scene. A
comparison with the simulated intensities, showed a deviaturing the sequence, where the
intensities are underestimated. Again, a calibrationrersoa probable cause for this error.
In particular for the last test sequence, another conwibeuld be a proportionally smaller
area in shadow. This could impose an error on the estimatitre@mbient radiance. Further
investigation into this area is necessary to establish afapation. Despite of the error, no
noticeable effect is observed on the augmented image seguehich implies that the method
has a certain degree of robustness in less than ideal envermts.

11.4 Discussion

When moving towards photorealism within the field of AugnezhReality (AR), one must
keep in mind, that AR, as opposed Virtual Reality (VR), casexwith the real world. Conse-
guently, to maintain the illusion that virtual objects arpaat of the real world, phenomenas
inherent to the real world must be considered. This projestfocused on one major factor
in supporting this illusion; illumination. The initial ggao shade virtual objects correctly, in
an outdoor environment with both predictable and unprabietdynamic changes, has been
researched through this report.

The research has been put into practise in a functioning ARéwork, which is able to
shade and shadow virtual objects, with good fidelity, in atdoar location. The framework
estimates the parameters of a local illumination methodghvim turn is used for re-lighting
an environment map. The environment map is basis for an ifaged lighting technique.

The method presented in this report provides an elegantaddtr estimating illumination
parameters in an AR system, without he use of any calibraiimacts present in the scene.
The method is able to use existing geometry to update ligtdrpaters, leaving the scene
unmodified. The principle of handling dynamic light changean Augmented Reality (AR)
system by updating light parameters as presented, is ulhedjiraexisting research, like for
instance [Sato et al., 1999] and [Gibson et al., 2003].

The consequence of using the method presented is that s@paration is needed. The re-
quirements of a priori knowledge of a given location is diledinked to the fact that no
modifications are made in the location. That trade-off mehasa series of conditions must
be met.

The augmented scene must be outdoor, and scene geometrigertusiwn. Furthermore two
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maps must be created, an albedo map, describing sceneespirigeerties and a diffuse surface
mask, defining diffuse surfaces in the scene. Lastly thdimtand time must be known. The

authors of this projects believe that the requirements d@resent a substantial increase in
the workload otherwise required when using static imagedadkimination.

Currently the prototype system is able to perform a full aagtation, from light estimation,
through environment map relighting, to actual shading dradiewing at just below 1 frames
per second. This frame rate is not satisfactory in a reat-system, and the cause is mainly
found in both the light estimation, and environment mapgteing computation. The time of
relighting can be improved substantially by using a lowesotetion environment map than
used in the tests. Furthermore, it is the belief of the agthtiat most of the algorithms used
can be optimised considerably, thereby making the methasilite for a real-time Augmented
Reality system.

In a “online” AR system, a fixed view direction, as employedhis project is clearly not de-
sirable. The methods presented here are directly appdicatal system involving independent
view direction, as recording camera orientation with the aisa hardware tracking system has
several well explored solutions. With the use of a fixed canpessition, optical angle encoders
can provide more than sufficient tracking resolution.

The system developed through this project is purely a pypttused for proof of concept.

It is, nevertheless, feasible that the methods developedyary usable in a production type
systems. These systems could vary from offline renderintesys for movie effects, and

architectural visualisations to real-time applicationstsas Augmented Reality info-tainment
systems placed at e.g. historical sites.

11.5 Future work

This section will discuss some of the possible improvemants additions to the work pre-
sented in this project.

As described earlier, the method presented in this projerks under the assumption, that the
partial image input data supplied contains diffuse sudanéoth direct light and in shadow.
This is necessary for a valid estimation of light parametiershat context, exploring a “flight
envelope” principle, where the system is able to detectnewwas input, i.e. views without
shadows and vice versa, and in some way indicate to the useh wiewing directions the
system can be can safely used.

A drawback of the current implementation of the system igiimaber of initial maps needed.
A method for creating the larger part of these maps inteymallhe system would ease the use
of the system, and enable full two degrees of freedom in tatemm. The number of initial
maps could be reduced to only two maps, the albedo map, ardifthge surface map. The
generation of all other maps, including normal maps and ktedyambient map, are done
through methods well suited for implementation in an indégd offline part of the system.

Throughout this work, it has been a general assumptionthibatcene surfaces consists mainly
of diffuse (Lambertian) materials, but the method will exdenicely into more complex sur-
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faces, provided a parametric description (BRDF) is avéglab

Testing has shown, that the estimates provided by the syisé®ma tendency to be prone to
a certain amount of noise. This noise is in some cases visibkae images produced. The
cause of this noise can, in part, be attributed to the teatutsd. Images captured with a time
interval of 20 seconds exhibits a certain degree of disnoaittes in illumination, which is a
major contributor of noise. To counteract noise, diffeffétering algorithms may be explored.
Filter types from the simple, low pass types to more advaipcedictive types. Furthermore,
sample point selection could be altered to a statisticalell selection, instead of a random
seed for each sample.

Any graphics API will contain specific methods for improvirgndering speed. OpenGL is
no exception. Through the use of, amongst other things, ¢ng fast RAM, and the pow-
erful processors (GPU's) present on modern graphic candlertng speed may be improved
substantially.
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APPENDIX A
Phong Shading

Source: [Slater et al., 2001]
This appendix contains a description of the Phong shadindaithat approximates how light
affects 3D surfaces.

In computer graphics the ideal shading of surfaces is bisim a global illumination model,
to calculate all lighting in a scene. Global illuminationadates influences from all light
sources in all directions at all points of a 3D scene.

Local illumination

A way to simplify illumination calculations is by only cal@ating the most significant influ-
encing lights, as the peripheral lights has little effectlom illumination. This is called local
illumination.

The Phong Shading Model is a local illumination model.
The shading of each 3D surface, is divided into three categjor

Diffuse reflection: Diffuse reflection is the direct illumination of a surfacegdigure A.la.

Specular reflection: Specular reflection controls how a surface shines when th direct
light, see figure A.1b.

Ambient reflection: Ambient reflection controls the illumination of surfaces affiected by
light.

To calculate the total light reflection in a scene the thréeecgons must be calculated for each
point.

Diffuse reflection

Diffuse reflection may be calculated with the following etioa. The factors are illustrated in
figure A.2 on the next page:

L“,d = /{Zd . [z -cos D (Al)

143



APPENDIX A. PHONG SHADING

(@) (b)

Figure A.1: (a)Diffuse reflection is the direct illuminati@f a surface, which makes the surface visible.
(b) Specular reflection controls how the surface shines ofases with direct light.

Figure A.2: The diffuse reflection of the Lambert Reflectiadil.

where:

I, 4: The resulting intensity value for each edge voxel.

k4. Diffuse reflection coefficient. One for each colour channel

I;: Intensity of the incoming light.

D: The angle between the normal vector and the incoming lightor.
7. The normal vector to the surface.

L;: The vector for the incoming light.

V: The viewing vector.

The diffuse calculations are performed for each colour nebdenoted by:,;. The calculations
are performed with normalised values, ranging between Oland/ith normalised vectors,
cos D may be calculated with the following equation:

—

cosD =mn-L; (A.2)

Specular reflection

Specular reflection may be calculated with the followingaen. The factors are illustrated
in figure A.3 on the facing page:
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Figure A.3: The specular reflection of the Lambert Reflechtouel.

I =ks-Ii-(cosS)™ (A.3)

with:

k,: Specular reflection coefficient.

I;: Intensity of the incoming light.

S: The angle between the perfect reflection angle and thengeawngle.

m: Shininess-factor. Ranging from 1 and to values above. higleer the value, the more
concentrated the specular reflection will be.

L;: The angle for the incoming light.

H: The angle between the viewing angle and the incoming ligbtea

R: The perfect light reflection angle.

These are the same calculations for each colour channels.
Thecos S may be replaced by:

cosS=VeR=ieH
Where

By applying the latter replacement the calculations mayimlgfied, as all factors, V and
L; are known.

Ambient reflection
The ambient reflection is the simplest of the three, as it doescorporate angle calculations.

Ambient is the light that affects all points.
The ambient reflectio,, may be calculated with:

Lo =k 1, (A.4)

where:
k.. Ambient reflection coefficient
I,; Ambient light intensity
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A.0.1 Total reflection

All factors adds to the total reflection like:

I, = Ir,a + Ir,d + ]r,s (A5)

If there are several light sources within the scene, theyhaile to be calculated one at a time,
and the partial results summed at the end. Light sourcesthef$actt on the ambient reflection,
hence this can be omitted of the illumination calculations.

Li=ko+Io+ Y (kg Lij- (e Lij)+ > (ke Lij- (e (V+Lij)™) (A.6)

This can be reduced to:

N
L=kt Lo+ Y (L (ha- (e L) + k- (7o (V + Li)™) (A7)
j=1

The summations ranges from 1 to N, with N denoting the numbleglat sources.
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APPENDIX B

Testing the diffuse reflectance of
regular masonry

The purpose of this appendix is to investigate if the assiemphat regular masonry buildings
reflectance distribution function is the Lambertian reféexte is a fair assumption. The test
object is a building brick, that will be lighted in a contrell environment from different angles
and tested against how the the light reflected from the ba&kxpected to reflect if the surface
is diffuse.

Purpose

The purpose of this test is to verify or deny the assumptiatrégular masonry present in most
any architectural structures is somewhat diffuse, ancefbes is usable in the light estimation
method developed in the course of the project.

Test setup

A masonry brick is placed in a controlled environment, and laght source is used to illumi-
nate the setup.

The light source is static, and lights the brick from the samegle as the camera records the
brick. The environment consists of completely black swefa@s to minimise reflected light
affecting the brick illumination.

The brick is rotated for every image, starting with one stefa 0O degrees with regards to the
viewing angle, and ending at 90 degrees.

The values measured on the surface of the brick is comparelabis expected from an object
with a diffuse reflectance.

The Lambertian part of the Phong Shading model is used foulzing the expected light
measured at a diffuse surface.
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Results

The test is performed with a circular light placed in the ceangosition. The brick is pho-
tographed at various poses, the reflected light from thélisicneasured, and compared to a
correspondent Lambertian reflection. The results are set@ble B.1, and an excerpt of the
images used are seen in Figure B.1.

Angle | Measured Intensity | Simulated | Measured Normalised

0 64.47 1 1

10 63.78 0.985 0.989
20 61.57 0.94 0.955
30 56.45 0.866 0.876
40 51.14 0.766 0.793
50 42.82 0.643 0.664
60 34.76 0.5 0.539
65 29.29 0.423 0.454
70 24.08 0.342 0.374
75 17.95 0.259 0.278
80 11.41 0.174 0.177
85 4.11 0.087 0.064
90 0.49 0.0 0.008

Table B.1: The results of the brick reflectance test.

(@) (b) ()

Figure B.1: An excerpt of the brick photographed at variouglas, 0 degrees(a), 60 degrees (b) and
80 degrees (c).

The normalised intensities of the measurements seen ia Bl are plotted to a graph in
Figure B.2.
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Figure B.2: The results of the brick reflectance test.

Discussion

The results indicate that the reflectance of the brick is ettty compatible with the diffuse
reflectance function, as the measured reflecting light fioenbrick is slightly more powerful
than the expected light using Lamberts cosine law. An exgtian of this behaviour is that
the light used in the setup is not a point light source, asesagsumption of the Lambertian
reflection function. This means that the angle at which theklis affected by the light is
widened. Another aspect, that is a source to deviationsisdhghness of the brick, which
entails that more light will be reflected from some parts @fitneasured surface, than if it was
completely planar. Taking these differences between thesetup and the theoretical into
account, the reflectance of the brick can be said to be a difeféector.

This test is not a complete test that ultimately verifies isoray is diffuse, such a test would
entail testing the surface from many angles with the ligimép@ositioned at as many different
angles, this process can be performed using a Goniometerrebalts of this test hints that
the reflectance of the brick is in the tested setup acting #$usel reflector.
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APPENDIX C

Light estimation method verification
test data tables

Figure C.1: The sample points are plotted into the simulatelihe input image.

Table C.1 displays the data collected at the various sangfets

Sample| Online P | Albedo p; | Weight ¢ | Shadows | Normal 7
o 00
D57 2557 255 D57 2557 255 255 Lt

Table C.1: Data for test image 1
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Figure C.2: The second test image. Direct light reduced 6. ha

Table C.2 displays the data collected in the second imagbeagtame sample points as the
first.

Sample| Online P | Albedo p; | Weight ¢ | Shadows | Normal 7
o T 5001
2557 2557 255 H5? 2557 255 255 L

Table C.2: Data for test image 2



Figure C.3: The third test image. Changed light directiondaambient light reduced to half.

Sample| Online P | Albedo p; | Weight ¢ | Shadows | Normal 7
T [ LA I s R 0 1.0.0
S [ L R R s 1 B 0 0,01
S e (e o 5 R 0 0.1.0
R A gt A A 1 0,1,0
R G G B 0 0.1.0
R U A .. 1 B 0 0,01
IR RS - I v 167 1 0.1.0
T R 0| 00
13 E’ﬁ’ﬁ E’ﬁ’@ ﬁ 1 -1’0’0
- 255 23 ﬁ @v 2557 255 @ 5 0 ’ 1’0

2557 2557 255 557 2557 255 255 i

Table C.3: Test data for the third image
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APPENDIX D
Calculating the Sun’s Position

This appendix describes the formulae used for computin§times position on the sky.

Source: [Schlyter, 2005]

Today itis common knowledge that the earth orbits the suhpatvice versa. In the following
calculations, however for simplicity the orbital elemeimtshis section are valid for the sun’s
apparent orbit around the earth.

The time scale used in the following calculations is the “dagnber” from 2000 Jan 0.0 which
equals 1999 Dec 31.0, it is denoteldyg in the following sections.

First step is to calculate the longitude of perhelian,which is the longitude, relative to the
orbital point where the earth is closest to the sun. Furtbeenthe orbital eccentricity, which

is a measure of how much the orbit deviates from e perfedeciand the mean anomaly/,
which is the time since the last crossing of perhelion, aleutated.

w = 282.9404° + 4.70935 - 1075 - Jo00 (D.1)
e = 0.016709 — 1.151 - 1072 - Jog0o (D.2)
M = 356.0470° + 0.9856002585° - Jagq0 (D.3)

Next step is to find the axial inclination in relation to théibal plane, this is called the oblig-
uity of the ecliptic
obliquity = 23.4393° — 3.563 - 107°° - Jy000 (D.4)

The Sun’s mean longitudé, is calculated:
L=w+M (D.5)
A first approximation to the eccentric anomaly is calculated

E=M-e-sin(M)-(1+e-cos(M)) (D.6)

The Sun’s rectangular coordinatés.,,, ys.»), in the plane of the ecliptic with the X axis

pointing towards the perhelion, are calculated and coedetd distance and true anomaly,
r,v. True anomaly is one of six Keplerian elements, which logatsatellite on an orbit. True

anomaly is the angular distance from a satellite from p@hebs seen from the centre of the
Earth.

Tsun = 1-cos(V) = cos(E)—e (D.7)
Ysun = 1 -sin(V) = sin(E)-vV1—e (D.8)
r= Tty (D.9)
v = arctan (%) (D.10)
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From this the longitude of the Sun is calculated:
longsun = v+ w (D.11)

Given these results we compute the Sun’s ecliptic rectanguaordinates, these are then ro-
tated to equatorial coordinates and then the Sun’s Righ¢#son,«,, and Declinationy are
computed.

Teesun = T - cos(longsun) (D.12)
Yeesun = T - Sin(longsun) (D.13)
Zec.sun  — 0 (D14)
Rotate it by the obliquity:
Lequatorial — Lec.sun (D15)
Yequatorial — Yec.sun * COS(OblZ(]UZty) + Zec.sun * SZTL(OblZQUZty) (D16)
Zequatorial = Yec.sun * SZTL(OblZ(]UZty) + Zec.sun COS(OblZQUZty) (D17)

These are converted to Right Ascensianand Declinationy. Right Ascension is a celes-

tial coordinate corresponding to longitude in the equatarelestial coordinate system. The
null coordinate being defined bu the vernal equinox, whicbrie of the two points where

the celestial equator intersects the ecliptic. Declimatgy similarly the celestial coordinate
corresponding to latitude.

a = arctan (Lquatmm) (D.18)
Lequatorial
0 = arcsin (M) (D.19)
r

From these computations we can compute the altitude andu#iziof the Sun at a given
location on Earth. This involves computing the Sidereal&i@idereal Time is time measured
as the apparent motion of fixed stars around the Earth, insppmo to solar time in which a
day equals 24 hours, a sidereal day equals 23 hours and 56sinu

Longitude
15
WhereGG M STy is the sidereal time at the Greenwich meridian at 00:00, ah@ (g the Uni-

versal Time Coordinated, which is equal to Greenwich timenditude is the terrestrial longi-
tude in degrees, where western longitude is negative areragsositive.

stdereal = GM STy + UTC + (D.20)

GM STy is calculated from the Sun’s mean longitude,

L+ 180°
GMST, = *17580 (D.21)

Next the hour angle of the sun is computed. An object’s hogleamdicates how much
sidereal time has passed since the object was on the localiame(i.e. in the south). It is
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also the angular distance between the object and the mermdeasured in hours (1 hour =15
degrees).
HA,,, = sidereal — « (D.22)

The Sun’s hour angle is converted to a rectangular coomgatem with the X-axis pointing
towards the celestial equator in the south, the Y-axis tdtrezon in the west, and the Z-axis
to the north celestial pole.

Tga = cos(HAsun) - cos(6) (D.23)
yga = Ssin(HAgy,) - cos(d) (D.24)
zya = sin(9) (D.25)

This coordinate system is again rotated along an east-wesj gxis so that the Z-axis points
to the zenith.

THarot = xpga-sin(Latitude — zy 4 - cos(Latitude (D.26)
YdArot = YHA (D27)
ZHArot = Tga-cos(Latitude — zg4 - cos(Latitude (D.28)

From this we can compute the azimuth and altitude of the sun.

azimuth = arctan (M) + 180° (D.29)
THA.rot
altitude = arcsin(Zgarot) (D.30)

2 2
\/xHA.rot + YH A rot

= arctan < “HAvot ) (D.31)
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APPENDIX E
Test Journals

Simulated data

E.0.2 Estimation of direct and ambient radiance on animated im-
age sequence

For the full data set in both AVI and JPEG formats, please lse@atcompanying CD, in the
directory/ t est dat a/ test 1/.

Frame O Frame 5 Frame 10 Frame 15 Frame 20

Frame 25 Frame 30 Frame 35 Frame 40 Frame 45

Frame 50 Frame 55 Frame 60 Frame 65 Frame 70

Frame 75 Frame 80 Frame 85 Frame 90 Frame 95
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APPENDIX E. TEST JOURNALS

E.0.3 Reconstructing illumination in an image series from e sti-
mated illumination values

Original (Frame 0) Reconstructed Difference

Lg Lg Mean error: -0.119
Lg Lg Std. dev.: 3.4
Original (Frame 25) Reconstructed Difference

Ly Lg Mean error: 0.274
Lg Lg Std. dev.: 4.6
Original (Frame 50) Reconstructed Difference

Lg Lg Mean error: 0.962
Lg Lg Std. dev.: 2.8
Original (Frame 75) Reconstructed Difference

Lg Lg Mean error: -0.23
Lg Lg Std. dev.: 3.7
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E.0.4 Estimating direct and ambient radiance in a time lapse movie
sequence

Frame 10 Frame 20 Frame 30 Frame 40 Frame 50

Frame 60 Frame 70 Frame 80 Frame 90 Frame 100

Frame 110 Frame 120 Frame 130 Frame 140 Frame 150

Frame 160 Frame 170 Frame 180 Frame 190 Frame 200

Frame 210 Frame 220 Frame 230 Frame 240 Frame 250

Frame 260 Frame 270 Frame 280 Frame 290 Frame 300

Frame 310 Frame 320 Frame 330 Frame 340 Frame 350

161



APPENDIX E. TEST JOURNALS

E.0.5 Shading objects from an environment map based on a time
lapse movie sequence

Frame 0 Frame 10 Frame 20 Frame 30 Frame 40

Frame 50 Frame 60 Frame 70 Frame 80 Frame 90

Frame 100 Frame 110 Frame 120 Frame 130 Frame 140

Frame 150 Frame 160 Frame 170 Frame 180 Frame 190

Frame 200 Frame 210 Frame 220 Frame 230 Frame 240

Frame 250 Frame 260 Frame 270 Frame 280 Frame 290

Frame 300 Frame 310 Frame 320
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